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Who am I? Why am | here?

* Served on several security
committees and “big
incident” response teams
at UCB.

* Limited time security
strategist for ESnet.

* Worked with Nick
Buraglio within ESnet to
develop security controls

tailored to the Science
DM/Z.

* Interested in Science DMZ
for many years...
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Who am I? Why am | here?

* ESnet is operated at
Lawrence Berkeley
National Lab for the US
Department of Energy.

* Serves the entire US
National Lab Complex,
plus one of the service
providers that connects
to CERN.

* DOE one of the largest
public funders of basic
science in US.
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Classic Science DMZ Design

@ ESnet
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Science DMZ Design Pattern (Abstract)
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How Network Engineers and Scientists
View the Science DMZ
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How “Security People” View the Science
DMZ

@ ESnet
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What the Science DMZ Really Is
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Motivations

* | have more recently been a bit concerned about how
security is “done” in R&E.

— Too much top-down policy and “control” orientation.
(This was necessary at one point, but | am not sure it
is now.)

— Checkbox compliance.
— Lack of good risk assessment.

— Failure to account for network functional needs
(leading to Joe St. Sauver’s idea of a “Network
Usability Officer).

— Equating “controls” with “security.”

* The Science DMZ has emerged out of a similar set of
concerns, but we’re currently hampered by some myths.

@ ESnet
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Motivations

* The big myth: The main goal of the Science DMZ is to
avoid firewalls and other security controls.

— Leads to all sorts of odd (and wrong) claims like:

 “Our whole backbone is a Science DMZ because
there is no firewall in front of the backbone.”

* “The Science DMZ doesn’t allow for any security
controls.”

* “The Science DMZ requires a default-permit policy.”

— The reality is that the Science DMZ emphasizes
reducing degrees-of-freedom, reducing the number of
network devices (including middleboxes) in the path,
eliminating devices that can’t perform, and ensuring
that the devices that remain in the path are capable
of large-scale data-transfer caliber performance. ‘ ESnet
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Motivations
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Motivations

* My goal is to break down this myth by viewing the
Science DMZ as a security architecture.

* That is, by thinking about Science DMZ as a form of
security control, not just something that needs to be
controlled.

* At the same time, Science DMZ enables us to do a
better job of risk-based security through segmentation.

@ ESnet
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Risk-based vs. Control-based Security

* Risk-based (ideal form):
— ldentify risks (impact and likelihood over a period of
time).
— ldentify and/or create controls that are specifically
designed to mitigate those risks.

— Apply controls as necessary.

* Control-based (ideal form):
— Select controls from a checklist or standard.

— Controls are, or at one point were, believed to
mitigate a general set of risks.

— Apply controls (more controls==better security).

@ ESnet
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Risk-based vs. Control-based Security

* Most security experts prefer risk-based security

— Control-based security: apply controls “because the
standard says so.”

— It’s actually hard to find, in the literature, anyone who
likes or prefers control based security.

— Broad application of firewalls (e.g. large border
firewall), often viewed as control-based security.
* So why do we still practice control-based security in
many instances?
— Risk based security is actually pretty hard.
— Risk assessment itself is hard.

— Determining if a risk is actually being mitigated is
hard.

14 9/25/18
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Risk-based vs. Control-based Security

15

* The non-falsifiability of security assessments (Microsoft
Research paper):

Indicates difficulty with fully assessing risk (but also
effectively dismisses control-based security).

In simple terms, it’s easy to find cases where a
security breach wouldn’t have happened if a
particular security control were in place, but it’s pretty
much impossible to say that a security breach that
didn’t happen, would have happened, if a security
control hadn’t been in place.

— Early days of firewall logging: “Our firewall prevented

9/25/18

1,789,034 attacks last week!”
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Risk-based vs. Control-based Security

* Other things that make risk-based security hard:

It’s labor-intensive.

It may be more expensive up-front, but likely cheaper
in the long run.

Rumsfeld’s razor: What about all of the unknown
unknowns?

“Nobody ever got fired for having a firewall.”

 Moreover: The set of risks at a research lab or
university campus demonstrably vary across the
resources that are attached to the network.

* However, this turns out to be more of an argument
against control-based security.

16 9/25/18
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Network Segmentation

* Think about your residence hall networks, business
application networks, and the networks that are
primarily in research areas.

* The risk profiles are clearly different, so it makes sense
to segment along these lines.

* Your institution may already be doing this for things like
HIPAA and PCI-DSS. Why? Because of the controls!

* The Science DMZ follows the same concept, from a
security perspective.

* An example here is how using a Science DMZ to
segment research traffic (especially traffic from
specialized research instruments) can actually improve
campus security posture.

@ ESnet
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Network Segmentation

* Segmentation also allows more granular trust between
services.

* The Science DMZ does not have to be trusted by the rest
of the campus/laboratory network.

* Many US EDUs and labs implement the zero-trust model
for Science DMZs.

* Science DMZ is treated as “outside the perimeter” for
most campus services.

@ ESnet
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Securing the Science DMZ - Contain risk

* The Science DMZ should run a limited number of
services so that the risk of each service is easily
contained, controlled, and mitigated.

* In general, the DTN is the primary function of the
Science DMZ.

* Science DMZs should not have email servers, web
servers, blogs, forums, XMPP or other chat servers (with
the possible exception of ChatOps-like functions), and
other non-DTN stuff.

* Keep the application software simple, so that it’s easier
to maintain.

* For applications like data portals, there is a potentially
better solution--discussed later.

@ ESnet
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Default-deny? Yes!

* Remember, the Science DMZ model is consistent with a
default-deny access policy.

* The only difference is that this policy should be
statelessly applied at the router.

 Stateful inspection and (especially) deep-packet
inspection can impact performance, but by constraining
the function of the Science DMZ, stateless rules can
provide a major gain in protection.

* Some firewalls will convert stateful rules into stateless
dynamic rules and can transfer data at line rate.

* Others have SDN-like functionality to route around the
packet inspection engine for “science flows.” But

beware... ‘ ESnet
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Complexity is the enemy

* Layering SDN functions on top of a Science DMZ
increases complexity. Complexity is bad on several
levels...

— Can directly lead to operational (and therefore
security) problems.

— Makes troubleshooting harder. Remember, one major
point of the Science DMZ is to reduce degrees-of-
freedom and make troubleshooting easier for data
transfer applications.

— Heuristics still leave a lot to be desired. How do we
identify “science flows” properly and reliably? How
do we do it without trampling on them first?

@ ESnet

21 9/25/18




Other things you can do...

* Implement black-hole routing and/or BGP Flowspec (RFC
5575) and tie into intrusion detection system. BGP
flowspec rules should be able to provide line-rate
protection (just like ACLs), and subject to the same
limitiations.

* Host-based firewalls...

— Yes, they do work.

— Yes, they do perform, although Linux users may want
to look into nftables as a (much-needed) replacement
for iptables.

* Implement IPv6 on your Science DMZ.

@ ESnet
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Other things you can do...

* Limit routing to/from the Science DMZ. For example,
ESnet’s DTNs only route to known R&E entities and
AWS. (See, for example
http://stats.es.net/sample configs/pscheduler/).

* Qutbound ACLs (similar to limiting routing).

* Automation and central management of...
— Account management
— Host-based firewalls
— Auto patching of software

* Intrusion detection and monitoring

@ ESnet

23 9/25/18



http://stats.es.net/sample_configs/pscheduler/

What if you have sensitive or restricted data?

* Encryption is key

— Most modern transfer tools (e.g. Globus tools) will
encrypt data in flight.

— | would (also) recommend encryption at rest—that is
the best way to protect the valuable thing.
* Data should be encrypted before being accessed by the
Science DMZ.

— Put data on shared filesystem already encrypted —
could be encrypted by a dedicated system;

— or, save data to unshared filesystem, encrypt,
unmount LUN, and then have the Science DMZ mount
it.

@ ESnet
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What if you have sensitive or restricted data?

* Examples of medical science DMZs:
https://academic.oup.com/jamia/article/25/3/267/4367
749

* We’'ll also talk later about the use of data portals, which
can further separate the functions within the data
workflow.

* This concept is used in at least some medical science
DMZs.

@ ESnet
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https://academic.oup.com/jamia/article/25/3/267/4367749

Intrusion detection

* Two major components in most R&E entities:
— Bro:
* Packet processing engine and event handler
* Works as an IDS, but different from signature-based IDSes
* Highly extensible policy language

* Can basically be taught to handle many kinds of events,
not just security events

— Signature-based IDS:
* Snort
* Suricata

* Yes, you can run both on your campus and in your
Science DMZ!

@ ESnet
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What is the Bro IDS?

® An actively developed intrusion detection system originally developed
and published by Vern Paxson in 1998, with work starting as early as
1995 currently funded by the NSF and supported by joint efforts at the
International Computer Science Institute (ICSI) and National Center for
Supercomputing Applications (NCSA)

® Open Source Software, licensed under the BSD license.

e http://www.bro.org/

@ ESnet
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What is the Bro IDS?

e A network Monitoring Platform

o Commonly used as a power anomaly and intrusion detection
system (IDS)

® A modular software stack: three components
o Packet processing layer
O Event Engine

o A policy script interpreter

@ ESnet




What is the Bro IDS?

® Packet processing layer
o Has knowledge of what the higher layers need
o Can exist as hardware or software
O Pass data to higher layers according to configuration / policy

O In most cases this layer is an external device or software stack

e R)

Packet Processing Layer

Aggregator

Load Balancmg

/N
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What is the Bro IDS? Packet Processing Layer

® Packet processing layer example

O External hardware consuming and breaking out data streams to

DS Cluster

each bro node

IDS Cluster Node
=
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What is the Bro IDS?

e Event Engine or “Bro Core”
O Dynamic Protocol Detection (DPD)

O Generates “Events” to be processed

@ ™
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Event Engme
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What is the Bro IDS?

e Apolicy script interpreter
O Acts on Events.
O Bro Programming Language
O Pre-built frameworks and protocol analyzers
o

Ships with basic policies that primarily provide logging

i Packet Processing Layer )
Aggregator
Load Balancing
A2
Event Engine y
-

vy oy

Policy Script Interpreter
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What does the Bro IDS do?

® Bro provides the following capabilities including (but not limited to):
o Deep packet inspection

Attack and anomaly detection

Event correlation

Alert generation

Full IPv6 and IPv4 support

© O O O O

A powerful, flexible policy scripting language
O Scalable, clustering architecture
® Accolades
O Born from research and education networking
O Used and tested in the fastest networks on the planet
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Science Data and large flows

Image courtesy of Mike Dopheide dopheide@es.net



Science Data and Large Flows

e Designing Bro for 100G:
e http://go.lbl.gov/100g

e A few years old, but still relevant and quite detailed.
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Integration

® Integrates into existing tools
e Utilize resources already in place
o SIEM (Log aggregation)
Log hosts (Log aggregation)
Splunk (Log aggregation)
Flow data collectors (As an analog or verification tool)
Pagerduty (Alerting and notification)
o custom middleware (Other proprietary services for internal process)
e Built for flexibility.
O Scalable
o IPv4 and IPv6 aware

O O OO
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Actions: Logging
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Actions: Alerting

e Customizable Notification framework

® Large number of variables:

O

O OO0 OO0 O 0O
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Out of the box....

e Connection Log
o Similar to netflow information
® Protocol specific logs:
O HTTP, FTP, SMTP, IRC, SSH, SSL, DNS, ...
® Observational logs:
o known_certs, known_services, known_devices, software, files
® Detection:
O Intel, notice, notice_alarm, signatures, traceroute
® Diagnostics

O capture_loss, packet_filter, communication, reporter
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Out of the box: Notices

Captureloss::Too_Much_Loss
Conn::Retransmission_Inconsistency
Conn::Ack_Above_Hole
Conn::Content_Gap

DNS::External_Name

FTP::Bruteforcing

FTP::Site_Exec_Success
HTTP::SQL_Injection_Attacker
HTTP::SQL_Injection_Victim
Heartbleed::SSL_Heartbeat_Attack
Heartbleed::SSL_Heartbeat_Attack_Success
Heartbleed::SSL_Heartbeat_Odd_Length
Heartbleed::SSL_Heartbeat_Many_Requests
Intel::Notice

PacketFilter::Compile_Failure
PacketFilter:Install_Failure

PacketFilter::Too_Long_To_Compile_Filter

PacketFilter::Dropped_Packets

PacketFilter::Cannot_BPF_Shunt_Conn

ProtocolDetector::Protocol_Found
ProtocolDetector::Server_Found
SMTP::Blocklist_Error_Message
SMTP::Blocklist_Blocked_Host
SMTP::Suspicious_Origination
SSH::Password_Guessing
SSH::Login_By_Password_Guesser
SSH::Watched_Country_Login
SSH::Interesting_Hostname_Login
SSL::Certificate_Expired
SSL::Certificate_Expires_Soon
SSL::Certificate_Not_Valid_Yet
SSL::Invalid_Server_Cert
SSL::Invalid_Ocsp_Response

SSL::Weak_Key

SSL::0ld_Version

SSL::Weak_Cipher
Scan::Address_Scan

Scan::Port_Scan
Signatures::Sensitive_Signature
Signatures::Multiple_Signatures
Signatures::Multiple_Sig_Responders
Signatures::Count_Signature
Signatures::Signature_Summary
Software::Software_Version_Change
Software::Vulnerable_Version
Traceroute::Detected

Weird::Activity
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Care and feeding

e Consume community intelligence feeds
o Alert based on a combination of criteria from different feeds
® Tuning, tuning, tuning.
o Not “set and forget”**
O There exists a large and active community of Really Smart People
writing Bro policies

** Out of the box, untuned Bro IDS will still provide huge amounts of useful
information.
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Actions

® Execute external scripts for operational response
o Black hole routing
m https://github.com/buraglio/singularity
m https://github.com/JustinAzoff/bhr-site
o Apply ACLs
O Quarantine hosts
O ...basically anything that you can write a script to do

@ ESnet
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Signature-based IDS

* Many networks today run both Bro and a signature
based IDS.

* Suricata appears to be favored, but Snort used to be.

* That pendulum may swing again, but the Bro pendulum
hasn’t.

* Signature-based systems often used with intel/threat
feeds (e.g. Emerging Threats).

* Bro can also make use of feeds.

@ ESnet
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Science Data Portals

* Large repositories of scientific data
— Climate data
— Sky surveys (astronomy, cosmology)
— Many others
— Data search, browsing, access

* Many scientific data portals were designed 15+ years ago
— Single-web-server design
— Data browse/search, data access, user awareness all in a single system
— All the data goes through the portal server

* |In many cases by design
* E.g. embargo before publication (enforce access control)

— Better than old command-line FTP, but outdated by today’s standards

@ ESnet
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Legacy Portal Design

Firewall

Border Router

Browsing path
Query path
Data path

Portal server applications:
e web server

search \
database
authentication

data service 106e Portal
Server

* Very difficult to improve performance
without architectural change

— Software components all tangled
together

— Difficult to put the whole portal in a
Science DMZ because of security

— Even if you could put it in a DMZ, many
components aren’t scalable

Filesystem
(data store)

* What does architectural change mean? ‘ ESnet
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Architectural Examination of Data Portals

Not necessarily advocating CDNs for science data (not really a good fit)

Common data portal functions (most portals have these)

— Search/query/discovery

— Data download method for data access

— GUI for browsing by humans

— API for machine access —ideally incorporates search/query + download

Performance pain is primarily in the data handling piece
— Rapid increase in data scale eclipsed legacy software stack capabilities
— Portal servers often stuck in enterprise network

Can we “disassemble” the portal and put the pieces back together better?
— Use Science DMZ as a platform for the data piece
— Avoid placing complex software in the Science DMZ

@ ESnet

47 9/25/18



Legacy Portal Design

Firewall

Border Router

Browsing path
Query path
Data path

Portal server applications:
e web server

search \
database
authentication

data service

Filesystem
(data store)
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Next-Generation Portal Leverages Science DMZ

Firewall

Border Router

Data Path

Browsing path
Query path

Portal server applications:
e web server

search \
database
authentication

Science DMZ
Switch/Router

Portal
Server

Filesystem

‘(data store)

Data Transfer Path

API DTNs
(data access governed
by portal)

https://peerj.com/articles/cs-144/
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Put The Data On Dedicated Infrastructure

We have separated the data handling from the portal logic

Portal is still its normal self, but enhanced
— Portal GUI, database, search, etc. all function as they did before
— Query returns pointers to data objects in the Science DMZ

— Portal is now freed from ties to the data servers (run it on Amazon if you
want!)

Data handling is separate, and scalable
— High-performance DTNs in the Science DMZ
— Scale as much as you need to without modifying the portal software

Outsource data handling to computing centers

— Computing centers are set up for large-scale data

— Let them handle the large-scale data, and let the portal do the orchestration
of data placement

https://peerj.com/articles/cs-144/ - Modern Research Data Portal paper

@ ESnet
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NCAR RDA Data Portal

* Let’s say | have a nice compute allocation at NERSC — climate science

* Let’s say | need some data from NCAR for my project

* https://rda.ucar.edu/

* Data sets (there are many more, but these are two):
* https://rda.ucar.edu/datasets/ds199.1/
* https://rda.ucar.edu/datasets/ds313.0/

* Download to NERSC (could also do ALCF or NCSA or OLCF)

@ ESnet

51 9/25/18



https://rda.ucar.edu/
https://rda.ucar.edu/datasets/ds199.1/
https://rda.ucar.edu/datasets/ds313.0/

BB o NCARY Research Data Acchive ¥ e

C 0 @ Secure Mps | rda.ucaredy & O ~0O (e e

Hello cantPes et

NCAR | .- Research Data Archive

UCAR Computational & information Systems Lab

Flrst-time visitor 1o our site?
Please take 3 v deo tour of cur "ome page Get Help:
o freguently Ashed Queiiom
Dataset Search: o Rejet your pasrwnrs
Crve m 2 Coo® Advirwed Opears e Al She inden
* ROA Users Il Ut
* RDA Sy
* KDA wadee ttorwh
Varable/Parameter Type of Data o Crvasl U
Matform Spatal Resolution
Project/Bxperiment Supports Project From Our Blog:
Daca Format Instrument Lecaton * Ascesnng RDA OPENDAP endpaiety
WD patherficathn
Recertly Adced/Updated 3
pervices resteved o produition
Recently Added Datasets: (wite the ust § mesths) » BDA Service Owsase My 1430, 2027 |
' ¢ ERAS Resnsiyss Monthly Meens * K0A web saryices down for
* Daity Gridded North American Snowfa mairtenance £t 1PM MOT o0 May 3, ‘

® ERAS Reanalyss w7

o NCAR/MOPITT Reanalysls Mate bog pasts
o GridRad - Three-Dimensiona! Gridded NEXRAD WSR-B8ED Radar Data

o CMIP S dataset and code for R paralieliration

® Dai and Trenberth Global River Flow and Continental Discharpe Dataset GLADE Users:
® Dyl Globa!l Pamer Droughs Severity Index (PO Much of the ADA Iy direcTy accesusle from
ORI Alahaly Arvevaie Dty

52 9/25/18



8 0 o NCAR Resesrch Dets Archive X ()

€ C O @ Secus Mps ) rdauceross 1 il ‘ o OF ~ O D0

Hello dantPes net

NCAR Research Data Archive

Computational & Information Systems Lab

Look For Data:
® Create 3 New List

e b oo « il

* Variable / Parameter 1. Dally Nocthern Hem Sea Level Pressure Grids, continuing from 1899 (¢s010.0)
® Type of Data #rids contained in this dataset make up the longest continuous set of daily gridded
o Chimase_prowy (21 data n the DSS archive, Thete grids have been ., v

o Time Renoiution

* Placiorm » ) jhere Sea-Level Pressure Grids, continwing from 1899 (€010 1)

e 5pana) Resolution continuous Time series of monthly gridded Northem Memisphere sea-level pressure
hree ltiiude/longitude grids, computed from the daily grids s __ =

© Topic / Subtopic ® Ling sy (1

- o Flathae s pdatrvaton (258)
® Propect / Dpermenm

o Radler U9 hete Dally Sea-Lavel Pressure Grids for 1880 to 1979 {dw012.0)
* Suppcris Projecs o Sonoling (581 Northern Hesisphere sea-level pressure data on 3 10-degree by S-degree (J6x16)

LI ricd 1880 o 1979.

* Data Format

H © Instrument

Ty T T rerrer i@ Do e Daily (and Monthly) Sea-Level Presscre and S00 mb Height Grids for 194610 10
¢ Locabon 19930e¢ (018 O)

® Progress The gridded daily sea-level pressure analyses n this dataset were produced by the ogerational models of the US. Navy
Fleet Numercal Oceanograghy Center (FNOC), The data are arranged Ina ..

e Free Text

53 9/25/18



54

Homae Find Data Ancillary Services About/Contact Data Otation Web Services

For asvistance, comact Cha-fan Shis [303-497-1513)

Help with this page: RDA dataser description page video tour
Abstract:
Temporal Range:

Updates:
Varables:

Vertical Levels:
Oata Types:

9/25/18

GEOSS Atmospheric Forong data, regridded and prepared as meteoroiogical variables to run CESM and WRF simuiations.

2004-01-02 00:00 +0000 % 2017-10-19 2100 +0000 (fatie sutaset)
® Periad detals Dy demaeet produat

Irreguiany

Surface Pressure  Upper Level Winds

P varaer vy datzie product
See the detalied metadata for level information
Geld

Longitude Range: Westarsmost=180W Eastersmaost=150€
Lasntude Range: Southerrmost=90% Northernmont=90N

¥ Dwtaded covernge nformation
RCARNCASJALD | DCAR/NCARNGD

Tlimes, S.. 2016, GEOSS Globol Atmosphere Forcing Dota, Research Data Archive at the National Center for Asmospheric
Research, Computational and Information Systems Laboratory. Mtp//rda.ucar. odu/datasets/ds313.0/. Accessed? dd mmm
wyr

FPaase N n e "Accessed” date with e day maoth and year [0 g - 5 Aug 2011 vou S scomssed e 2ata hom the RDA

Solograghic ctaton hown . Foderation of Cart Sconce moemgton Parven 58 § siyvle

Get a customiped data cRation

dataset, intiuding dataset citation, dats conridytors, and other detalled metadata
of in the navigation bar near the 10p of the page

s format

s @

B S

SO e AP

2 A S — Ry ——




© 0 o NCARs Resssrch Dets Achive X O OS50 RDA OLOSS Giodel A~ %

< C O & Secure PO MR UCH.O0U a0t ) @« O8 ~ 0O on

Helo carnt@ e ret

NCAR | .“*. Research Data Archive A
UCAR Computational & Information Systems Lab L Lol

2 NCllary Servic et/ Contac

GEOSS Global Atmosphere Forcing Data

53130 {7

For assistance, contact Chi-Fan S5h (J03-497-181))

Mouse over the tabie headings for detadied description
Data Flle Downiocads NCAR-Oaly Access

Fol 5
Iemng !

The Research Ot Acthive i munaged by the Data Support Secton of the Computationsl and information Systerr Laborstory st the Nethonwd Center fov Alsoapheric
Rossarch In Boulder, Coliorada. NCAR &1 sponscred by the Netionsd Science foundation.

Follow vs: I Ao ¢ Facsbook | Twitter
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Portal creates a Globus transfer job for us

@ § 5 NCARy Resserch Deta Achive X O CISL RDA GEOSS Gotel At X ' @ Tranater Fies | Giobus x e
« C () & Secure  Mips /wewQlobus.ong/apo /iranster?add identity«32ab4348-G006-482a-052.240127 . & @ ~ 0O 00O

Manage Data Publish Groups Suppon Accoum

Transfer Files Activity Engpoints Boockmarks Console

Transfer Files recentacrvry (o0 Jo
Endpont  NCAR RDA datanet archive Endpormt  NERSC DTN
Pan a0y Go Path  ~oetascaie-dinpropect /W ROA Go
] et . L womow . whehis e " ect o L wombiow . nwhwh i Vo
I RE R olow |
| B o e 58 8
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Submit the transfer job, go about our business

Manage Data Publish Groups Support Account

Transfer Flles

Transfer Files
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Activity Endpoints Bookmarks Console

Transfor request submitiod sSuCCRsSilly. Tasi ig: 42776000 -D0aT-1 107 -8428-2200008c007d

Endpoint - NCAR RDA dataset srchive “ Encpoirt  NERSC DTN
Path

Path  /s3%3.0/ Co = Ipetascale - Oyt /A ¢ RDAY Co
sactitore L woebte ( miwmh i - = | soect w1 L womtce  momh i arw =
25 FMI
B s e mas
|
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Data Transfer from RDA Portal — Results

Activity

E Task List

o NCAR RDA dataset archive to NERSC DTN
transfer completed 5 hours ago

Overview = Eventlog
€

4f923048-Db4B-1167-9428-22000a8cd 7d

E4 Dant (dan@globusic.ong)

NCAR RDA dataset archive )
Swner: raBgicbusd ong

NERSC OTN @
ST, nersc Opotuad oy

Task ID

Owner

Source
Destination
Condition SUCCEEDED
Requested 2017-10-27 11:54 am
Completed 2017-10-27 11:58 am

Transfer Settings « verify file integrity after transfer
* transfer is not encrypted
* gvorwriting all files on destination
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Files 5041

Bytes Transferred 449.27 GB
Efective Speed 1.84 GB/s
Pending 0
Succeeded 5057
Canceled 0
Expired 0
Faled 0
Retrying 0
Skipped 0
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Conclusion, wrap up
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The Science DMZ is an integral part of a good risk-based security posture
for the entire institution.

Work with security teams, not against them—a well-designed Science DMZ
is good for them.

Think about practical risks and design controls around them.
Tailor the security solutions to the thing you are trying to secure!
Don’t forget about function!

Intrusion detection and packet protection can scale to a small number of
100GE links.
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