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CONTENTS 7

In a nutshell the intersection type systems considered in this Part form a class
of type assignment systems for untyped A-calculus, extending Curry’s basic
functionality with a new type constructor, intersection. This simple move makes
it possible to express naturally and in a finitary way many operational and
denotational properties of terms.

Intersection types have been originally introduced as a language for descri-
bing and capturing properties of A-terms, which had escaped all previous typing
disciplines. For instance, they were used in order to give the first type theoretic
characterization of strongly normalizable terms, and later of (persistently) nor-
malizing terms.

It was realized early on that intersection types also had a distinctive seman-
tical flavour: they express at a syntactical level the fact that a term belongs
to suitable compact open sets in a Scott domain. Building on this intuition,
intersection types were used in Barendregt et al. [1983] to introduce filter models
and give a proof of the completeness of the natural semantics of simple type
assignment systems in applicative structures suggested in Scott [1972].

Since then, intersection types have been used as a powerful tool both for
the analysis and the synthesis of A-models. On the one hand, intersection type
disciplines provide finitary inductive definitions of interpretation of A-terms in
models. On the other hand, they are suggestive for the shape the domain model
has to have in order to exhibit certain properties.

Intersection types can be viewed also as a restriction of the domain theory in
logical form, see Abramsky [1991], to the special case of modeling pure lambda
calculus by means of w-algebraic complete lattices. Many properties of these
models can be proved using this paradigm, which goes back to Stone duality.
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Chapter 14

An Exemplary System ..

There are several systems that assign intersection types to untyped lambda
terms. These will be collectively denoted by An. In this section we consider
one particular system of this family, /\]%CD in order to outline the concepts and
related properties. Definitions and the statement of theorems will be given, but
no proofs. These can be found in the next chapters of Part III.

One motivation for the system presented comes from trying to modify the
system A_, in such a way that not only subject reduction, but also subject
expansion holds. The problem of subject expansion is the following. Suppose
Fa_ M : A and that M’ —g,, M. Does one have =) _ M’ : A? Let us focus on
one B-step. So let M = (Az.P)Q be a redex and suppose

Fi. Plz:=Q]: A. (1)

—

Do we have F)_ (Az.P)Q : A? It is tempting to reason as follows. By
assumption (1) also @ must have a type, say B. Then (Az.P) has a type
B— A and therefore ) _ (Az.P)Q : A. The mistake is that in (1) there may be
several occurrences of @), say )] = ()9 = ... = (),,, having as types respectively
Bi,...,B,. It may be impossible to find a single type for all the occurrences of
(@ and this prevents us from finding a type for the redex. For example

Fao, Az d(Kz)(lz)) @ A—A,
V. (Azy.z(Ky)(zy))! A—A.

The system introduced in this chapter with intersection types assigned to

untyped lambda terms remedies the situation. The idea is that if the several

occurrences of () have to have different types Bi,...,B,, we give them all of

these types:
FQ:BiN...N By,

implying that for all ¢ one has @) : B;. Then we have

F\x.P) : BiNn...NnB,—A and
F((Azx.P)Q) : A

There is, however, a second problem. In the AK-calculus, with its terms
Az.P such that z ¢ FV(P) there is the extra problem that () may not be

9
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typable at all, as it may not occur in P[x := Q]! This is remedied by allowing
BiN...N B, also for n = 0 and writing this type as T, to be considered as the
universal type, i.e. assigned to all terms. Then in case x ¢ FV(P) one has

F(Az.P) : T—A  and
F((A\z.P)Q) : A.

This is the motivation to introduce a < relation on types with largest
element T and intersections such that ANB < A, ANB < B and the extension of
the type assignment by the sub-sumption rule ' M : A, A< B = I' M :
B. Tt has as consequence that terms like Ax.zz get as type (A—B)N A)—B,
while (Azx.zz)(Az.xzx) only gets T as type. Also we have subject conversion

'EM:A&M=3N = I'EN:A

This has as consequence that one can create a lambda model in which the
meaning of a closed term consists of the collection of types it gets. In this way
new lambda models will be obtained and new ways to study classical models
as well.

The type assignement system
the correspondig filter model in 14.2.

ABED will be introduced in Section 14.1 and

14.1. The system of type assignment \EP

A typical member of the family of intersection type assignment systems is )\ECD.
This system is introduced in Barendregt et al. [1983] as an extension of the
initial system in Coppo and Dezani-Ciancaglini [1980)].

14.1.1. DEFINITION. Let A be a set of type atoms.
(i) The intersection type language over A, denoted by T = "IT;% is defined by
the following abstract syntax.

T=A|T-T|TAT
(i) Write

Aoo - {¢0,¢1,¢27 .. }
AL = AnU{T},

where the type atom T ¢ A is considered as a constant.

NotaTION. (i) A, B,C, D, E range over arbitrary types. When writing intersection
types we shall use the following convention: the constructor N takes precedence
over the constructor — and it associates to the right. For example

(A-B—C)NA—-B—C = ((A—(B—C)) N A)—(B—C).

(ii) a,f,... range over A.
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14.1.2. REMARK. In Part III the set of syntactic types will be formed as above;
for many of these systems the set A will be finite. In this Chapter, however, we

take A = AL .

The following deductive system has as intention to introduce an appropriate
pre-order on T, compatible with the operator —, such that AN B is a greatest
lower bound of A and B, for each A, B.

.
14.1.3. DEFINITION (Intersection type preorder). On T = 'IT‘§°o a binary rela-
tion < ‘is subtype of’ is defined by the following axioms and rules.

(vefl) A<A

(incly,) ANB<A

(inclp) ANB<B

(81b) Cg ;4 AcréB

(trans) —A =B B=(C
ALC

(T) A<T

(T—) T<T->T

(—nN) (A—=B)N (A—C) < A—(BNCQC)

(=) A<A B<LPHB

(A=B) < (A'—DB)

14.1.4. DEFINITION. The intersection type theory BCD is the set of all judge-
ments A < B derivable from the axioms and rules in Definition 14.1.3. For
(A < B)eBCD we write A <pcp B or Fpep A < B (or often just A < B).

14.1.5. REMARK. All systems in Part III have the first five axioms and rules
of Definition 14.1.3. They differ in the extra axioms and rules and the set of
constants.

14.1.6. DEFINITION. Write A=gcpB (01“ A= B) for A <gcp B & B <pcp A.
In BCD we usually work with T modulo =gcp. By rule (—) one has

A=A"& B=B = (A-B)=(4-B).
Moreover, AN B becomes the glb of A, B.

14.1.7. DEFINITION. (i) A basis is a finite set of statements of the shape z:B,
where B € T, with all variables distinct.

(ii) The type assignment system ABP for deriving statements of the form
' M : Awith I' a basis, M € A (the set of untyped lambda terms) and A€ T



12 CHAPTER 14. AN EXEMPLARY SYSTEM  16.10.2006:1052

is defined by the following axioms and rules.

(Ax) I'kFaz:A if (z:A) el
(=1) I' :A-M:B
_
T (\z.M) : (A=B)
(E) IFM:(A—B) TFN:A
T+ (MN):B
'-M:A T'EM:B
(NI)
TFM:(ANDB)
'-M:A
< _— i <
(=) TFM:B if A <pop B

(T-universal) T'kF M : T

(iii) We say that a term M is typable from a given basis T', if there is a type
A €T such that the judgement T'= M : A is derivable in AB“P. In this case we
write T’ I—ETCD M :Aorjust ' M : A, if there is little danger of confusion.

14.1.8. REMARK. All systems of type assignment in Part III have the first five
axioms and rules of Definition 14.1.7.

In the following Proposition we need the notions of admissible and derived
rule. Let us first informally define these notions for the simple logical theory of
propositional logic.

14.1.9. DEFINITION. Let F denote provability in propositional logic. Consider

the rule
A
— (R)
I'HB

(i) R is called admissible if one has
''-rA=TFB
(ii) R is called derived if one has

I'-A—B
For example we have that
I'-A—A—-B
I'-A—B
is derived. Also that for propositional variables 19, o
Fo
Fo
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is admissible, simply because - ¢ does not hold, but not derived. A derived rule
is always admissible and the example shows that the converse does not hold. If

A
I+B

is a derived rule, then for all I" D I" one has that
'+ A
I'+B

is also derived. Hence derived rules are closed under theory extension.
We will only be concerned with admissible and derived rules for theories of
type assignment.

14.1.10. PROPOSITION. (i) Notice that the rules (NE)

I'M:(ANB) TFM:(ANB)
IFM:A I'-M:B

are derived in NBCP.

(ii) The following rules are admissible in the intersection type assignment

system ABCP.
, T-M:A o ¢T
(weakening) T,o:BFM:A
, Fe:BFM:A ¢ FV(M)
(strengthening) TE M A
(cut) I'N'e:B-M:A T'HN:B
' (M[z:=N]): A
IaBFM:A C<B
(<L)
HaCHEM:A
(L) yBrFrM:A TEN:C z¢T
—
I z:(C—B)F (M[y:=xzN]): A
Ie:A-M: B
L Y
(NL) Fz:(ANC)FM: B

14.1.11. THEOREM. In (i) assume A # T. Then

(i) I'tz:A < 3BeT.[x:Bel & B< Al
(i) I't(MN):A < 3BeT.+M:(B—A)&T+N:B].
(iii) I'Ae.M:A < 3n>03By,...,Bp,Cy,....CheT

Vie{l,...,n}.[I'No:B;F M :C; &
(Bl—>Cl) n...N (Bn—>Cn) < A]
(iv) TFXe.M:B—C < T,z:BFM:C.
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14.1.12. DEFINITION. Let R be a notion of reduction. We introduce the following
rules:

TFM:A M—rN
TFN:A

(R-red)

IFM:A M—pN
I'EN:A

(R-exp)

14.1.13. PROPOSITION. The rules (B-red), (B-exp) and (n-red) are admissible
in ABCP. The rule (n-exp) is not.

The following result characterizes notions related to normalization in terms
of type assignment in the system ABCP. The notation T ¢ A means that T
does not occur in A.

14.1.14. THEOREM. Let M € A?.
(i) M has a head normal form << JA€T.[A#pcp T & = M : A
(ii) M has a normal form << JAeT. [T ¢ A& M : Al

Let M be alambda term. For the notion ‘approximant of M’, see Barendregt
[1984]. These are roughly obtained from the Béhm tree BT (M) of M by cutting
of branches and replacing these by a new symbol L. The set of approximants
of M is denoted by A(M). We have e.g. for the fixed-point combinator Y

A(Y) = {LYU AL L | n>0).

Approximants are being typed by letting the typing rules be valid for ap-
proximants. For example one has
FLl:T
FAffL:(T—A)—A
FALF(fL): (T—A) N (A1—Ar)—As

FAPL:(T—=A)N(A1—A)N...N(A_1—A,)—A,

The set of types of a term M coincides with the union of the sets of types of
its approximants P € A(M). This will give an Approximation Theorem for the
filter model of next section.

14.1.15. THEOREM. 'F M : A & FJPe A(M)T P : A.

For example since for all n Af.f" L is an approximant of Y we have that all
types of the shape (T—A;)N...N(A,—1—A,)—A, can be derived for Y.
Finally the question whether an intersection type is inhabited is undecidable.

14.1.16. THEOREM. The set {Ac T |IM € A - M : A} is undecidable.
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14.2. The filter model

14.2.1. DEFINITION. (i) A complete lattice (D,C) is a partial order which has

arbitrary least upper bounds (sup’s) (and hence has arbitrary inf’s).
(ii) A subset Z C D is directed if Z # () and

Ve,ye ZAz€ Z.x,y C z.

(iii) An element c€D is compact (in the literature also called finite) if for
each directed Z C D one has

cClZ = 3zeZcC 2.

Let IC(D) denote the set of compact elements of D.

(iv) A complete lattice is w-algebraic if (D) is countable, and for each d € D,
the set KC(d) = {c€ K(D) | ¢ C d} is directed and d = [JK(d).

(v) Let (D,C) be an w-algebraic complete lattice. The Scott topology on D
contains as open sets the U C D such that

(1) deU &dCe = ecU;
(2) if Z C D is directed then [ 1Z €U = Jz€Z.2€U.

(vi) If D, & are w-algebraic complete lattices, then [D—&] denotes the set of
continuous maps from D to £. This set can be ordered pointwise

fCg & VdeD.f(d) C g(d)

and ([D—£&],C) is again an w-algebraic lattice.
(vii) The category ALG is the category whose objects are the w-algebraic
complete lattices and whose morphisms are the (Scott) continuous functions.

14.2.2. DEFINITION. (i) A filter over T = 'ITF%IO is a non-empty set X C T such
that

(1) A e X& A<B = BeX;
(2) A,BeX = (ANnB)eX.
(ii) F denotes the set of filters over T.

14.2.3. DEFINITION. (i) If X C T is non-empty, then the filter generated by X,
notation TX, is the least filter containing X. Note that

1X ={A|3n>13B,...B,€ X.BiN...N B, < A}.

(ii) A principal filter is of the form T{A} for some A€ T. We shall denote
this simply by TA. Note that TA ={B | A < B}.

14.2.4. PROPOSITION. (i) F = (F,C) is an w-algebraic complete lattice.
(ii) F has as bottom element 1T and as top element T.
(iii) The compact elements of F are exactly the principal filters.
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14.2.5. DEFINITION. Let D be an w-algebraic lattice and let

F : D—[D-D]
G : [D—D|-D

be Scott continuous. D is called a reflezive via F,G if F'o G = idpp_p)-

A reflexive element of ALG is also a A-model in which the term interpretation
is naturally defined as follows (see Barendregt [1984], Section 5.4).

14.2.6. DEFINITION (Interpretation of terms). Let D be reflexive via F, G.

(i) A term environment in D is a map p : Var—D.

(ii) If p is a term environment and d€D, then p(x := d) is the term
environment p’ defined by

Ply) = ply) ifyZaz
plx) = d.

(iii) Given a term environment p, the interpretation [ |, : A—D is defined as
follows.

[z]; = »rla);
[MN]; = FIM]JINT;
Da.M]) = GAdeD.[M]], )

(iv) The statement M = N, for M, N untyped lambda terms, is true in D,
notation D = M = N iff

Vpe EnvD.[[M]]? = [[N]]?.

14.2.7. THEOREM. Let D be reflexive via F,G. Then D is a A\-model, in particular
for all M, N € A
DE (Ax.M)N = M[z: = NJ.

14.2.8. PROPOSITION. Define maps F' : F—[F—F] and G : [F—=F|—=F by

F(X)(Y) = 1{B|3AeY.(A=B)eX}
G(f) = HA-B|Bef(14)}

Then F is reflexive via F,G. Therefore F is a A-model.

An important property of the A-model F is that the meaning of a term is
the set of types which are deducible for it.

14.2.9. THEOREM. For all \-terms M one has
Foo_ .
[M], = {A[30Epl'FM: A},
where I' |= p iff for all (x:B) €T one has B € p(x).
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Lastly we notice that all continous functions are representable.
14.2.10. THEOREM.
[F=F|={f:F—-F| [ is representable},
where f € F—F is called representable iff for some X € F one has

VY e Ff(Y) = F(X)(Y).

14.3. Completeness of type assignment

14.3.1. DEFINITION (Interpretation of types). Let D be reflexive via F,G and
hence a \-model. For F(d)(e) we also write (as usual) d - e.

(i) A type environment in D is a map § : Ac—P(D).

(ii) For X,Y € P(D) define

X—=Y ={deD|d-XCY}={deD|VereX.d -z€Y}.

(iii) Given a type environment &, the interpretation [ [, : T—7P(D) is defined
as follows.

[Tl = D

[o]f = &(o), for o € Ane;
[A-BIg = [Al{—-[BIf:
[AnB]Y = [Alf N[BI¢-

14.3.2. DEFINITION (Satisfaction). (i) Given a A-model D, a term environment
p and a type environment & one defines the following.

DocEM:A & [MPelA.
D,p,6 =T & DplkEx:B, forall (:B)el.

() TEM:A & VD, p,e[D,pe =T = p,& = M: Al
14.3.3. THEOREM (Soundness).
'FM:A=TEM:A
14.3.4. THEOREM (Completeness).
'eM:A=TFM:A

The completeness proof is an application of the A-model F, see Barendregt et
al. [1983].
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Chapter 15

The Systems )\% and AET

Intersection types are syntactic objects forming a free algebra T, which is
generated from a set of atoms A, using the operators — and N. Postulating
axioms and rules an intersection type theory results, which characterizes a pre-
order <7 on T with N as set intersection, giving for two elements a greatest
lower bound (glb). The class of these theories is abbreviated! as TT.

Taking into account the intuitive meaning of — as function space constructor
one usually requires that the resulting equivalence relation =7 is a congruence.
Then we speak of a compatible type theory, having a corresponding type structure

(8,<,Nn, =) =(M/=1,<,n,=).

The collection of type structures is denoted by TS. Each type structure can
be seen as coming from a compatible type theory and compatible type theories
and type structures are basically the same. In the present Part III of this book
both these syntactic and semantic aspects will be exploited.

TT 7 is a subset of TT, the set of top type theories, where the set of atoms
A has a top element T. Similarly a top intersection type structure TS' is of
the form (S, <,N,—, T).

The various type theories (and type structures) are introduced together in
order to give reasonably uniform proofs of their properties as well of those of
the corresponding type assignment systems and filter models.

Given a (top) type theory 7', one can define a corresponding type assignment
system. These type assignment systems will be studied extensively in later
chapters. We also introduce so-called filters, sets of types closed under intersection
N and preorder <. These play an important role in Chapter 17 to establish
equivalences of categories and in Chapter 18 to build A-models.

In Section 15.1 we define the notion of type theory and introduce 13 specific
examples, including basic lemmas for these. In Section 15.2 the type assignment
systems are defined. In Section 15.3 we discuss intersection type structures and
introduce specific categories of lattices and type structures to accommodate
these. Finally in Section 15.4 the filters are defined.

1Since all type theories in Part III of this book are using the intersection operator, we keep
this implicit and often simply speak about (top) type theories, leaving ‘intersection’ implicit.

19
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15.1. Type theories

As in Chapter 14 we will use as syntactic types T = 'ﬂ'ﬁ defined by
T=A|T->T|TnNT

as abstract syntax. This time we will use various sets of atoms A.

15.1.1. DEFINITION. (i) An intersection type theory over a set of type atoms A
is a set of judgements 7 of the form A < B (to be read: A is a subtype of B),
with A, B € -IT}%, satisfying the following axioms and rules.

(refl) A<A

(incly) ANB<A
(incly) ANB<B

C<A C<B

(&Ib) C<ANB

(trans) A<B B=<C
A<C

This means that e.g. (A< A)e7 and (A< B),(B<C)eT = (A<C(C)eT,
for all A, B,C.

(ii) A top intersection type theory is an intersection type theory with an
element T € T for which one can derive

(T) AT

(iii) The notion ‘(top) intersection type theory’ will be abbreviated as ‘(top)
type theory’, as the ‘intersection’ part is default.

(iv) TT stands for the set of type theories and TT T for that of top type
theories.

(v) If Te TT(T) over A, then we also write T for TA.

In this and the next section 7 ranges over elements of TT(T). Most of them
have some extra axioms or rules, the above set being the minimum requirement.
For example the theory BCD over A = AL, defined in Chapter 14 is a TT T
and has the extra axioms (T—) and (—N) and rule (—).

15.1.2. NOTATION. Let 7 € TT. We write the following.

(i) A<rBortr A< Bfor (A< B)eT.

(il) A=y Bfor A<y B <7 A.

(iii) A<y Bfor A< B & A#7 B.

(iv) If there is little danger of confusion and 7 is clear from the context, then
we will write <, =, < for respectively <7 ,=7, <7.

(v) We write A = B for syntactic identity. E.g. AN B = AN B, but
ANB# BnNA.
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15.1.3. LEMMA. For any T one has AN B =7 BN A.
PRrOOF. By (inclz), (inclg) and (glb). m

15.1.4. DEFINITION. 7 is called compatible iff the following rule holds.

_ A-A B=8
=) e =)

This means A =7 A’ & B =7 B’ = (A—B) =7 (A'—DB’). One way to insure
this is to adopt (—~) as rule determining 7.

15.1.5. REMARKS. (i) Let 7 be compatible. Then by Lemma 15.1.3 one has
(AN B)—C = (BN A)—C.

(ii) The rule (glb) implies that the following rule is admissible.

A<A B<PB
ANB <A NB

(mon)

A 7 €TT can be seen as a structure with a pre-order
7T =(T,<,N,—).
This means that < is reflexive and transitive, but not necessarily anti-symmetric
A<rB& B<7 A 4 A=7 B.

If 7 is compatible one can go over to equivalence classes and obtain a type
structure
T/=r= (T/=1,<,Nn,—).

If moreover 7 € TT ', then 7 /=7 has top [T]. In this structure A N B is
inf{A, B}, the greatest lower bound of A and B. If 7 is also compatible, then
— can be properly defined on the equivalence classes. This will be done in
Section 15.3.

Specific intersection type theories

Now we will construct several, in total thirteen, type theories that will play an
important role in later chapters, by introducing the following axiom schemes,
rule schemes and axioms. Only two of them are non-compatible, so we obtain
eleven type structures.

In the following ¢, w and T are distinct atoms differing from those in A .

15.1.6. NOTATION. We introduce names for axiom(scheme)s and rule(scheme)s
in Figure 15.1. Using these names a list of well-studied type structures can
be specified in Figure 15.2 as the set of judgements axiomatized by mentioned
rule(scheme)s and axiom(scheme)s.



22 CHAPTER 15. THE SYSTEMS N, AND AT 161020061052

Axioms

(wscott) (Tow)=w
(wpark) (w—w) =w
(we) w< o
(p—w) (p—w) =w
(w—9) (w—p)=¢
() (p—=p) N (w—w) = ¢

Axiom schemes
() A<T
(T—) T<(4-T)
(Thazy) (A—=B) < (T—T)
(—nN) (A—=B)N (A—-C) < A—BnC
(—nN7) (A—=B)N(A—=C)=A—-BnC

Rule schemes

A <A BLDB

=) (A=B) < (A—F)
_ A=A B=DB

N v oy

Figure 15.1: Possible Axioms and Rules concerning <.

15.1.7. DEFINITION. In Figure 15.2 a collection of TTs is defined. For each
name 7 a set of atoms A7 and a set of rules and axiom(scheme)s are given.
The type theory 7 is the smallest set of judgements of the form A < B
with A, BeT? = 'ITf%T which is closed under the axiom(scheme)s and the
rule(scheme)s of Definition 15.1.1 and the corresponding ones in Figure 15.2.

15.1.8. REMARK. (i) Note that CDS and CD are non-compatible, while the
other eleven are compatible.

(ii) The first ten type theories of Figure 15.2 belong clearly to TT T. In
Lemma 15.1.14(i) we will see that also HL € TT " with ¢ as top. Instead CDS
and CD do not belong to TT ", as shown in Lemma 15.1.14(ii) and (iii).

In this list the given order is logical, rather than historical, and some of
the references define the models directly, others deal with the corresponding
filter models (see Sections 17 and 18): Scott [1972], Park [1976], Coppo et
al. [1987], Honsell and Ronchi Della Rocca [1992], Dezani-Ciancaglini et al.
[2005], Barendregt et al. [1983], Abramsky and Ong [1993], Plotkin [1993],
Engeler [1981], Coppo et al. [1979], Honsell and Lenisa [1999], Coppo et al.
[1981], Coppo and Dezani-Ciancaglini [1980]. These theories are denoted by
names (respectively acronymes) of the author(s) who have first considered the
A-model induced by such a theory.
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T AT Rules | Axiom Schemes Axioms

Scott [ {T,w} | (=) [(=N),(T),(T—=) | (wscott)

Park | {T,w} | (=) |(=N)(T),(T=) | (wpark)

CDZ [ {T,p,w}| (=) | (=N)(T),(T=) | (wp),(p—w), (w—yp)
HR {Topwl | (=) [ (=), (T),(T=) | (we), (p—w), (1)
DHM [ {T,p,w} | (=) | (=N),(T),(T—) | (wp), (w—), (wscott)
BCD | AL (=) | (=), (T),(T—)

o [ o) [ (Tia)

Plotkin | {T,w} (—=) | (T) -

Engeler | Al (—=7) | (—=N7),(T),(T—) | —

CDS |AL — (T) _

HL {o,w} | (=) | (=N) (W), (w—¢), (p—w)
CDhV Ay (=) | (=n) -

CD A — — —

Figure 15.2: Various type theories

The expressive power of intersection types is remarkable. This will become
apparent when we will use them as a tool for characterizing properties of A-terms
(see Sections 19.2 and 18.3), and for describing different A-models (see Section
18). Much of this expressive power comes from the fact that they are endowed
with a preorder relation, <, which induces, on the set of types modulo =, the
structure of a meet semi-lattice with respect to N. This appears natural when
we think of types as subsets of a domain of discourse D, which is endowed with a
(partial) application - : D x D— D, and interpret N as set-theoretic intersection,
< as set inclusion, and give — the realizability interpretation.

[A] € D
A<B & [A]C[B]
[AnB] = [AlN[B]
[A=B] = [Al=[B]={deD|d-[A] < [B]}.

This semantics, due to Scott, will be studied in Section 19.1.

The type T—T is the set of functions which applied to an arbitrary element
return again an arbitrary element. In that case axiom (T —) expresses the fact
that all the objects in our domain of discourse are total functions, i.e. that T
is equal to A—T, hence A—T = B—T for all A, B (Barendregt et al. [1983]).
If now we want to capture only those terms which truly represent functions,
as we do for example in the lazy A-calculus, we cannot assume axiom (T—).
One still may postulate the weaker property (Tla,y) to make all functions total
(Abramsky and Ong [1993]). It simply says that an element which is a function,
because it maps A into B, maps also the whole universe into itself.
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In Figure 15.3 below consider I—gT for the ten type theories above the
horizontal line and I—% for the other three. Define 77 C 75 as

VO,M,A. [T M : A = TH2 M : Al

If this is the case we have connected 7; with an edge towards the higher
positioned 75. In Exercise 16.3.21 we will show that the edges denote strict
inclusions.

DHM
|
CDZ HR  Scott Park BCD
e
Engeler
|
AO Plotkin CDS

HL \CDV
|
CD

Figure 15.3: Inclusion among some intersection type theories.

The intended interpretation of arrow types also motivates axiom (—n),
which implies that if a function maps A into B, and the same function maps
also A into C, then, actually, it maps the whole A into the intersection between
B and C (i.e. into BN C), see Barendregt et al. [1983].

Rule (—) is again very natural in view of the set-theoretic interpretation.
It implies that the arrow constructor is contravariant in the first argument and
covariant in the second one. It is clear that if a function maps A into B, and
we take a subset A’ of A and a superset B’ of B, then this function will map
also A’ into B’, see Barendregt et al. [1983].

The rule (—N~) is similar to the rule (—N). It capture properties of the
graph models for the untyped lambda calculus, see Plotkin [1975] and Engeler
[1981], as we shall discuss in Section 19.3.

In order to capture aspects of the Al-calculus we introduce TTs without an
explicit mention of a top.

The remaining axioms express peculiar properties of Do-like inverse limit
models, see Barendregt et al. [1983], Coppo et al. [1984], Coppo et al. [1987],
Honsell and Ronchi Della Rocca [1992], Honsell and Lenisa [1993], Alessi,
Dezani-Ciancaglini and Honsell [2004]. We shall discuss them in more detail in
Section 19.3.

Some classes of type theories

Now we will consider some classes of TT. In order to do this, we list the relevant
defining properties.

15.1.9. DEFINITION. We define special subclasses of TT.
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Class Defining axiom(-scheme)(s) or rule

graph | (—=7),(—=N7),(T)

lazy (=) (=), (), (Tazy)

natural | (=), (—N),(T),(T—)

proper | (—),(—nN)

15.1.10. NOTATION. The sets of graph, lazy, natural and proper type theories
are denoted by respectively GTTT, LTTT NTT' and PTT.

15.1.11. REMARK. The type theories of Figure 15.2 are classified as follows.

non compatible | CD,CDS

GTT' Plotkin, Engeler

LTTT AO

NTT' Scott, Park, CDZ, HR, DHM, BCD
PTT CDV,HL

15.1.12. REMARK. One has NTTT CLTT' C GTT' C TT and
LTTT C PTT C TT. These inclusions are sharp.

Some properties about specific TTs

Results about proper type theories

15.1.13. PROPOSITION. Let T be a proper type theory. Then we have
(i) (A=B)N(A—=B") < (AnA)—(BNB);
(i) (A1—=B1)N...N(Ap,—B,) <(Ai1N...NA,)—(BiN...NBy,);

(iii) (A—=B1)N...N(A-B,)=A—(B1N...By,).
Proor. (i) (A—=B)N(A'-=B) < ((AnA)—B)Nn({(AnA)—B)
< (AnA)—(BnB),
by respectively (—) and (—nN).
(ii) Similarly (i.e. by induction on n>1, using (i) for the induction step).
(iii) By (ii) one has (A—=B;)N...N(A—B,) < A—(B1N...By,). For > use
(—) to show that A—=(B1N...NB,) < (A—B;), for all i. m

It follows that the mentioned equality and inequalities hold for Scott, Park, CDZ,
HR,DHM, BCD, AO, HL and CDV.
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Results about the type theories of Figure 15.2

15.1.14. LEMMA. (i) ¢ is the top and w the bottom element in HL.
(ii) CDV has no top element.
(iii) CD has no top element.

PROOF. (i) By induction on the generation of T one shows that w < A < ¢
for all AeTH.
(ii) If v is a fixed atom and

By :=a | By,NB,

and A € B,, then one can show by induction on the generation of <cpy that
A <cpy B = A€B,. Hence if a <cpy B, then B € B,. Since B,, and B,,
are disjoint when a7 and ag are two different atoms, we conclude that CDV
has no top element.

(iii) Similar to (ii). m

15.1.15. REMARK. By the above lemma ¢ turns out to be the top element in
HL. But we will not use this and therefore denote it by the name ¢ and not T.

In the following lemmas 15.1.16-15.1.20 we study the positions of the atoms
w, and ¢ in the compatible TTs introduced in Figure 15.2. The principal result
is that w < ¢ in HL and, as far as applicable,

w< < T,
in the theories Scott, Park, CDZ, HR, DHM and Plotkin.

15.1.16. LEMMA. Let T € {Scott, Park, CDZ, HR, DHM, BCD, Engeler} be as de-
fined in Figure 15.2. Define inductively the following collection of types

B = T|T'=B|BNB

Then B={AcT? |A=7T}.

PrOOF. By induction on the generation of A <7 B one proves that B is closed
upwards. This gives T < A = AeB.
By induction on the definition of B one shows, using (T—) and (—), that
AeB = T <A
Therefore
A=7T & T<A & AcB. m

15.1.17. LEMMA. For 7 € {AO, Plotkin} define inductively

B = T|BnB

Then B={AcT? | A=7 T}, hence T—T #7 T.
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PROOF. Similar to the proof of 15.1.14, but easier. m
15.1.18. LEMMA. For 7 € {CDZ,HR,DHM} define by mutual induction
B = o|T|T'=B|H-TT |BNB
H = w|B-H|HNT? | TTnH
Then
p<B = BebB,
A<w = AcH.
PROOF. By induction on <7 one shows
A<B = (AeB = BeB) = (BeH = AcH).
From this the assertion follows immediately. m

15.1.19. LEMMA. We work with the theory HL.
(i) Define by mutual induction

B = ¢|H=B|BNB
H = w|B>H|HNT|TNH

Then
B = {AcTH | A=y o}
H = {A S TrHL | A =qL w}.

(il) w #uL ¢ and hence w <gr, ¢.
PRrROOF. (i) By induction on <7 one shows
A<B = (AeB = BeB)& (BeH = AcH).

This gives
(p<B = BeB)& (A<w = AcH).

By simultaneous induction on the generation of B and H one shows, using that
w is the bottom element of HL, by Lemma 15.1.14(i),

(BeEB = B=p)& (AeH = A=w).
Now the assertion follows immediately.
(ii) By (i). m
15.1.20. PROPOSITION. In HL we have w < ¢ and as far as applicable we have
for the other systems of Figure 15.2
w<p< T,

More precisely,
(i) w<yandw # ¢ in HL.
In all other systems
(i) w<p,w<T,p<T;
(iil) w#e,w#T,e#T.
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PRrROOF. (i) By (w¢) and Lemma 15.1.19.

(ii) By (w¢) and (T).
(iii) By Lemmas 15.1.16-15.1.18. m

15.2. Type assignment

Assignment of types from type theories

In this subsection we define for a 7 in T'T a type assignment system )\%, that
assigns to untyped lambda terms a (possibly empty set of) types in T7?. For a
7 in TT T we also define a type assignment system )\gT.

15.2.1. DEFINITION. (i) A 7-statement is of the form M : A with the subject
an untyped lambda term M € A and the predicate a type Ae T7.

(ii) A 7T-declaration is a 7T-statement of the form x : A.
(iii) A 7-basis I is a finite set of 7-declarations, with all variables distinct.
(iv) A T-assertion is of the form I' - M : A, where M : A is a T-statement

and I' is a 7 -basis.

15.2.2. DEFINITION. (i) The (basic) type assignment system N% derives T-as-
sertions by the following axioms and rules.

(Ax) Tkxz:A if (x:Ael)
INz:A-M:B

'EXe.M:A—-B

'-rM:A—B I'FN:A

(=D

(—E) I'FMN:B

- I'M:A '-M:B
T-M:ANB

« I'-M:A A<; B
I'FM:B

. . . . T
Figure 15.4: Basic type assignment system A4 .

(ii) If 7 has a top element T, then the T-type assignment system )\ZT is
defined by adding the extra axiom to the basic system

’ (T-universal) ' M : T

Figure 15.5: The extra axiom for the top assignment system /\%—T

15.2.3. NOTATION. (i) We write I 27 M : AorTHL M : AifTF M : Ais

derivable in /\ZT

(ii) The assertion l—%} may also be written as 7, -7 or simply F if by the

or AL respectively.

context there is little danger of confusion. Similarly, % may be written as F7
Fn or k.
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(iii) )‘gﬁ) may be denoted by A~cT).

15.2.4. EXAMPLE. Let 7€ TT " with A, Be€ TZ. Write W = (\z.zx).
(i) FAEW:AN(A—B)—B.
I—%—T WW T, but WW does not have a type in /\Z.
(i) Let M = KI(WW). Then - M : (A—A) in A,

(iii) (van Bakel) Let M = Ayz.Kz(yz) and N = Ayz.z. Then M —g N. We
have I—g N : B—A—A, I—%—T M : B—A—A, but }7/% M : B—A—-A.

(iv) P 1: (AN B)—=C)—((BN A)—0).

In general the type assignment systems )%T will be used for the the AK-
calculus and A7 for the Al-calculus.

15.2.5. DEFINITION. Define the rules (NE)

'-M:(ANB) '-M:(ANB)
'EM:A 'M:B

Notice that these rules are derived in A%, /\gT for all 7.

15.2.6. LEMMA. In A% one has the following.
() TFM:A = FV(M) C dom().
(i) TFM:A = (I [FV(M))+ M : A.
(iii) If in T with top T one has T = T—T, then

FV(M) C dom(I') = '+ M : T.

PROOF. (i), (ii) By induction on the derivation.
(iii) By induction on M. m

Notice that I' = M : A = FV(M) C dom(I") does not hold in \Z.

A7 since by
axiom (T universal) we have 7 M : T for all 7 and all M.

15.2.7. REMARK. For the type theories of Figure 15.2 with T we have defined
the type assignment systems /\;{. For those system having a top, there is
also the type assignment system )\ZT. We will use for the type theories in
Figure 15.2 only one of the two possibilities. For the first ten systems, i.e.
Scott, Park, CDZ, HR, DHM, BCD, AO, Plotkin, Engeler and CDS, we only
consider )\gT. For the other 3 systems, i.e. HL, CDV and CD, we will only
consider \J. In fact by Lemma 15.1.14(ii) and (iii) we know that CDV and CD
have no top at all. The system HL has a top, but we will not use it, as we do
not know interesting properties of Ab¥. So, for example, Seott will be always
I—&‘?“, whereas 1 will be always FEL. The reader will be reminded of this.
We do not know wether there exist TTs where the interplay of )\%— and )\%VT
yields results of interest.
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Admissible rules

15.2.8. PROPOSITION. The following rules are admissible in )\gﬁ).

_ '-M:A z¢T7T
(weakening) Ie:BEM:A '’
 T,mBFM:A z¢FV(M)
(strengthening) T M A :
(cut) e:BFM:A T'EN:B
o TF(Mz=N):A4
Nae:BFM:A <r B
(<L) , T C <7 ;
HaeCHEM:A
(—L) Ny BFM:A T'EFN:C z¢T
N :
Iz:(C—B)F (M[y:=aN]): A’
x:AFM:B
NL ’ .
(NL) z(ANC)FM: B

Figure 15.6: Various admissible rules.

Proor. By induction on the structure of derivations. m

Proofs later on in Part I1I will freely use the rules of the above proposition.
As we remarked earlier, there are various equivalent alternative presentations
of intersection type assignment systems. We have chosen a natural deduction
presentation, where 7 -bases are additive. We could have taken, just as well,
a sequent style presentation and replace rule (—E) with the three rules (—L),
(ML) and (cut) occuring in Proposition 15.2.8, see Barbanera et al. [1995],
Barendregt and Ghilezan [n.d.]. Next to this we could have formulated the
rules so that 7-bases “multiply”. Notice that because of the presence of the
type constructor N, a special notion of multiplication of T -bases can be given.

15.2.9. DEFINITION (Multiplication of 7-bases).
royr’ {x:ANB|xz:Ael and z: BeI'}

{z:A|x:AeT and = ¢ T"}

{v:B|x:Bel”andz ¢ T'}. m

c C |

Accordingly we define:
rer < ar.rur”’ =r'.

For example, {z:A,y:B} W {x:C,z:D} = {z:ANC,y:B, z2:D}.
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15.2.10. PROPOSITION. The following rules are admissible in all )\g(ﬂ.

IMEM:A
HwlyyEM: A

(multiple weakening)

tEM:A—B I'hoFN:A
hwlyyF-MN:B
Fl}—MZA F2|_MB
MMwlhyr- M:ANB

(relevant —E)

(relevant N1)

ProOOF. By induction on derivations. m

In Exercise 16.3.17, it will be shown that we can replace rule (<) with
other more perspicuous rules. This is possible as soon as we will have proved
appropriate “inversion” theorems for )‘g(ﬂ' For some very special theories, one
can even omit altogether rule (<), provided the remaining rules are reformulated
“multiplicatively” with respect to 7-bases, see e.g. Di Gianantonio and Honsell
[1993]. We shall not follow up this line of investigation.

In /\zm7 assumptions are allowed to appear in the basis without any restric-
tion. Alternatively, we might introduce a relevant intersection type assignment
system, where only “minimal-base” judgements are derivable, (see Honsell and
Ronchi Della Rocca [1992]). Rules like (relevant —E) and (relevant N 1),
which exploit the above notion of multiplication of bases, are essential for this
purpose. Relevant systems are necessary, for example, for giving finitary logical
descriptions of qualitative domains as defined in Girard et al. [1989]. We will
not follow up this line of research either. See Honsell and Ronchi Della Rocca
[1992].

Special type assignment for call-by-value A-calculus

We will study later the type theory EHR with APHR = {1} and the extra rule
(—) and axioms (—N) and

A—B <.

The type assignment system AEHR is defined by the axiom and rules of )\%— in

Figure 15.4 with the extra axiom

(v universal) I'F (Az.M):w.

The type theory EHR has a top, namely v, so one could consider it as an element
of TT T. This will not be done. Axiom (v-universal) is different from (T-
universal) in Definition 15.2.2. This type assignment system has one particular
application and will be studied in some exercises.
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15.3. Type structures

Intersection type structures
Remember that a type algebra A, see Definition ??, is of the form A = (|A], —),

i.e. just an arbitrary set |A| with a binary operation — on it.

15.3.1. DEFINITION. (i) A meet semi-lattice is a structure
M= (M|, <,n),

such that M = (M|, <,N) is a partial order, for all A, B €|M)]| the element
AN B (meet) is the greatest lower bound of A and B. MSL is the set of meet
semi-lattices.

(ii) A top meet semi-lattice is a similar structure

M= (M|, <,n,T),

such that M = (IM|,<,N) is a MSL and T is the (unique) top of M. MSL"
is the set of top meet semi-lattices.

15.3.2. DEFINITION. (i) An (intersection) type structure is a type algebra with
the additional structure of a meet semi-lattice

S ={8],—,<,n).

TS is the set of type structures. The relation < and the operation — have a
priori no relation with each other, but in special structures this will be the case.
(ii) A top type structure is a type algebra that is also a top meet semi-lattice

S=(S],—,<,N,T).
TST is the set of top type structures.

NOTATION. (i) As ‘intersection’ is everywhere in this Part III, we will omit this
word and only speak about a type structure.

(ii) Par abus de language we also use A, B, C, ... to denote arbitrary elements
of type structures and we write A€ S for A€ |S|.

If 7 is a type theory that is not compatible, like CD and CDS, then —
cannot be defined on the equivalence classes. But if 7 is compatible, then one
can work on the equivalence classes and obtain a type structure in which < is
a partial order.

15.3.3. PROPOSITION. Let T be a compatible type theory. Then T induces a
type structure T /= defined as follows.

(T7 ) =7,—,<,n),
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by defining on the =1-equivalence classes

[Al=[B] = [A-BJ
[A]n[B] = [ANB];
[A]<[B] & A<rB.

If moreover T has a top T, then T /= is a top type structure with [T] as top.

PrOOF. Here A, B,C' range over 7. Having realized this the rest is easy.
Rule (—7) is needed to ensure that — is well-defined. m

The (top) type structure 7/ =, with 7 a type theory, is called a syntactical
(top) type structure. In Proposition 15.3.6 we show that every type structure
is isomorphic to a syntactical one.

Although essentially equivalent, type structures and type theories differ in
the following. In the theories the types are freely generated from a fixed set of
atoms and inequality can be controlled somewhat by choosing the right axioms
and rules (this will be exploited in Section 19.3). In type structures one has the
antisymmetric law A < B < A = A = B, which is in line with the common
theory of partial orders (this will be exploited in Chapter 17).

Now the notion of type assignment will also be defined for intersection type
structures. These structures arise naturally coming from algebraic lattices that
are used towards obtaining a semantics for untyped lambda calculus.

15.3.4. DEFINITION. (i) Now let S €TS. The notion of a S-statement M : A,
a S-declaration x : A, a S-basis and a S-assertion I' H M : A is as in Definition
15.2.1, now for A €S an element of the type structure S.

(ii) The notion T' 2 M : A is defined by the same set of axioms and rules
as in Figure 15.4 where now <g is the inequality of the structure S. The
assignment system )\gT has (T-universal) as extra axiom.

The following result shows that for syntactic type structures type assignment
is essentially the same as the one coming from the corresponding lambda theory.

15.3.5. PROPOSITION. Let T € TT") and let [T] = (T/ =1,<,0,—(,T)) its
corresponding (top) type structure. For a type A €T write its equivalence class
as [A]€[T]. For T' = {x1 : B1,...,xn = Bp} a T-basis write [I'| = {z1 :
[Bil,...,xn : [Byn]}, a [T]-basis. Then
T
T M A & [0 FTL Al
PROOF. (=) By induction on the derivation of ' F7 M : A. (<) Show by

induction on the derivation of [I'] FIZ! M : [A] that for all A’ €[A] and I =
{z1:B},...,z, : B}, with B} € [B;] for all 1 <i <mn, one has

'FT M A m

2Here we misuse notation in a suggestive way, by using the same notation — for equivalence
classes as for types.
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Using this result we could have defined type assignment first for type struc-
tures and then for compatible type theories via translation to the type assign-
ment for its corresponding syntactical type structure, essentially by turning the
previous result into a definition.

15.3.6. PROPOSITION. FEwery type structure is isomorphic to a syntactical one.

PROOF. For a type structure S, define 7s as follows. Take A = {c | ce S}.
Define <7, on T = 'IT‘% as follows. We make every element of T equal to an
element of A by requiring

(anb) =75 anNbd, & (a—b) =75 a—b.

This means of course (aNb) <75 aNb, (aNb) >75 aN b, etcetera. We moreover
require

a<gh
a<z b

As a consequence a <7, T if S is a top type structure. The axioms and rules
(refl), (trans), (—7), (incly), (inclg) and (glb) also hold automatically. Then
S = 7s/ =. This can be seen as follows. Define f : S—7s/ = by f(a) = [a].
For the inverse, first define g : 'IT‘r%—nS' by

glc) = ¢
9g(A—=B) = g(A)—g(B);
g(ANB) = g(A)Ng(B).

Then show A <7, B = g(A) < g(B). Finally set f~!([4]) = g(A), which is
well defined. It is easy to show that f, f~! constitute an isomorphism. m

15.3.7. REMARK. Each of the eleven compatible type theories 7 in Figure 15.2
may be considered as the intersection type structure 7 /=, also denoted as 7.
For example Scott can be a name, a type theory or a type structure.

Categories of meet-semi lattices and type structures

For use in Chapter 17 we will introduce some categories related to given classes
of type structures.

15.3.8. DEFINITION. (i) The category MSL has as objects at most countable
meet semi-lattices and as morphisms maps f : M—M’, preserving <,N:

A<B = f(A) < f(B);
f(AnB) = f(A)n f(B).

(ii) The category MSL' is as MSL, but based on top meet semi-lattices.
So now also f(T) = T’ for morphisms.

The difference between MSL and MSL' is that, in the MSL case, the top
element is either missing or not relevant (not preserved by morphisms).
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15.3.9. DEFINITION. (i) The category TS has as objects the at most countable
type structures and as morphisms maps f : S—&’, preserving <, N, —:
A<B = f(A) < f(B);

f(AnB) = f(A)N f(B);
f(A=B) = f(A)-'f(B).

ii) The category TS' is as TS, but based on top type structures. Now also
gory ) p typ
f(m=1
for morphisms.

15.3.10. DEFINITION. We define four full subcategories of TS by specifying in
each case the objects.
(i) GTST with as objects the graph top type structures.
(ii) LTST with as objects the lazy top type structures.
(iii) NTST with as objects the natural top type structures.
(iv) PTS with as objects the proper type structures.

15.4. Filters
15.4.1. DEFINITION. (i) Let 7€ TT and X C 7. Then X is a filter over T if
the following hold.
(1) X is non-empty;
(2) Ac X & A<B = BeX,
(3) A, BeX = AnBeX.
(ii) Write 7 = {X C 7 | X is a filter over T}.

We loosely say that filters are non-empty sets of types closed under < and N.

15.4.2. DEFINITION. Let 7 € TT.

(i) For Ac TT write |A={BeT? | A< B}.

(ii) For a non-empty X C T7 define 71X to be the least filter over T7
containing X; it can be described explicitly by

1X={BeT? |3n>134,....A,eX.A/Nn...NA, <B}.
15.4.3. REMARK. C€ T{B; |[i€IT# 0} & I Cp, Z.I#0& ;e Bi <CJ.

15.4.4. PROPOSITION. Let T € TT T.
(i) FT = (FT,C) is a complete lattice, with for X C FT the sup is

LHx = 1ux), if X#0,
Hx = {T}, else.

(ii) For AcTT one has 1A= 1{A} and 1Ac FT.
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(iii) For A,BeT7 one has JALUTB =1(AN B).
(iv) For X € FT one has

X = Ura|4eXx}
= {14 |14 < X}
= J{1414ex}
= ({14114 x}.

(v) {TA| AcTT} is the set of finite elements of F7.
ProoF. Easy. m

15.4.5. DEFINITION. Let 7 € TT. Then F! = F7 U {0} is the extension of F7
with the emptyset.

15.4.6. PROPOSITION. Let 7 € TT.
() FT = (FT,C) is a complete lattice, with for X C FS the sup is
[0, if X =0 or X = {0},
Lx = { T(UX), else.

(i) For Ac T one has 1A= 1{A} and TAc FI.
(iii) For A,BeT7T one has JALUTB = (AN B).
(iv) For X € FT one has

X = Utajaexy = L{14[14c X}
= U{1AlAex} = U{TA|TAC X}

(v) {TA| AcTT}U {0} is the set of finite elements of FL.
PRrROOF. Immediate. m

15.4.7. REMARK. The items 15.1.9-15.2.10 and 15.4.1-15.4.6 are about type the-
ories, but can be translated immediately to structures and if no — are involved
to meet-semi lattices. For example Proposition 15.1.13 also holds for a proper
type structure, hence it holds for Scott, Park, CDZ, HR, DHM, BCD, AO, HL.
and CDV considered as type structures. Also 15.1.14-15.1.20 immediately yield
corresponding valid statements for the corresponding type structures, though
the proof for the type theories cannot be translated to proofs for the type
structures because they are by induction on the syntactic generation of T
or <. Also 15.2.4-15.2.10 hold for type structures, as follows immediately
from Propositions 15.3.5 and 15.3.6. Finally 15.4.1-15.4.6 can be translated
immediately to type structures and meet semi-lattices. Therefore in the follo-
wing chapters everywhere the type theories may be translated to type structures
(or if no — is involved to meet semi-lattices). In Chapter 17 we work directly
with meet semi-lattices and type structures and not with type theories, because
there a partial order is needed.
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15.5. Exercises 16.10.2006:1032

15.5.1. Show that T, z:TH M : A = I+ M : A.

15.5.2. Define the system K and the type assignment system AX of Krivine [1990)
are CD and ASP, but with rule (<) replaced by

'EM:AnB THFM:ANB
'EM:A I'EM:B

(NE)

Similarly K™ and Alrf]TT are CDS and )\gTDS, with (<) replaced by (NE).
Show that

i) THM:4 & THPM:A
i) PH' M:A & TDEDPS M. A
15.5.3. (i) Show that Az.zxzxz and (Az.xzx)| are typable in system K.
(ii) Show that all closed terms in normal forms are typable in system K.

15.5.4. Show the following;:
(i) F¢X2KI(22) : (A—B)NA—-C—C.

(i) HF AzKl(zz) : T>C—C.

(i) FBP Az.Kl(z2) : T—»(A—BNC)—A—B.
15.5.5. For T a type theory, M, N € A and = ¢ dom(I") show

HTHFEM:A = TF, M= N]: A

() TL+2r M:A = TH Mz:=N]: A
15.5.6. Show that

M is a closed term = }—E@rrk M :w.

Later we will show the converse (Theorem 18.3.22).

15.5.7. Prove that for all types A € TAC there is an n such that

T"—T <a0 A.
15.5.8. Prove that if (wy), (¢ — w) and (w — ¢) are axioms in 7, then for all
M in normal form {z1 :w,..., 2, : w} FT M : o, where {z1,...,2,} D
FV(M).

15.5.9. Let D = (D, -) be an applicative structure, i.e. a set with an arbitrary
binary operation on it. For X,Y C D define

X Y ={deD|VeeX.d-ecY}.

Consider (P(D),—,<,N, D), where P(D) is the power set of D, C and
N are the usual set theoretic notions and D is the top of P(D). Show

e (P(D),—,C,N) is a proper type structure.

e D=D—D.

e (P(D),—,C,N,D) is a natural type structure.
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Chapter 16

Basic Properties ..

This Chapter us on type theories but, by Remark 15.4.7, applies as well to type
structures. That is, everywhere 7, TT and TT T may be replaced by S, TS
and TS, respectively.

Let 7 be a type theory. We derive properties of 7, where F7 stands for
l—% or I—ET. Whenever we need to require extra properties about 7, this will be
stated explicitly. Often 7 will be one of the theories from Figure 15.2.

The properties that will be studied are inversion theorems that will make it
possible to predict when statements

PHT M A (1)

are derivable, in particular from what other statments. This will be done in
Section 16.1. Building upon this, in Section 16.2 conditions are given when
type assignment statements remain valid after reducing or expanding the M
according to B or m-rules.

16.1. Inversion theorems

In the style of Coppo et al. [1984] and Alessi et al. [2003], [2005] we shall
isolate special properties which allow to ‘reverse’ some of the rules of the
type assignment system l—g, thereby achieving some form of ‘generation’ and
‘inversion’ properties. These state necessary and sufficient conditions when an
assertion I' 7 M : A holds depending on the form of M and A, see Theorems
16.1.1 and 16.1.10.

16.1.1. THEOREM (Inversion Theorem I). If F is 2, then the following statements

hold unconditionally; if it is I—gT, then they hold under the assumption that

39
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AT in (i) and (i1).

(i) 'Fz:A < TI(x) <A

(i) I'FMN:A < 3Fk>13By,...,B;,Ch,...,Ck
[CiN...NCy <A&Vie{l,... k}
I'-M:B,—C; &' N: B

(i) TFXM:A & 3k>13By,...,B;,C1,...,Ck
[(Bl—>01) n...N (Bk—>Ck) <A
&vie{l,...,k}.I',o:B; - M : Cj].

PROOF. We only treat (=) in (i)-(iii), as (<) is trivial. Let first - be F7.

(i) By induction on derivations. We reason according which axiom or rule
has been used in the last step. Only axiom (Ax), and rules (NI), (<) could have
been applied. In the first case one has I'(x) = A. In the other two cases the
induction hypothesis applies.

(ii) By induction on derivations. By assumption on A and the shape of the
term the last applied step has to be rule (—E), (<) or (NI). In the first case
the last applied rule is

'-mM:D—A TEN:D

I'FMN:A

We can take k =1 and C; = A and By = D. In the second case the last rule
applied is

(—E

I'-MN:B B<A

(<)
I'EFMN: A
and the induction hypothesis applies. In the last case A = A; N Ay and the last
applied rule is

() I'FMN:A; T'HMN: Ay
I'EMN:AiNAs
By the induction hypothesis there are B;, Cy, D;, Ej, with1 <i <k, 1 < j <k,
such that

I'M:B—C;, TFN:B,
I'-M:Dj—FEj, I'=N:Dj,
Cin...NnCL <Ay, Exn...NEy < As.
Hence we are done, as C1N...NCyNE N...NEy < A.
(iii) Again by induction on derivations. We only treat the case A = A; N As
and the last applied rule is (NI):

' Xe.M:A; T'EXxe.M: A
I'EXe.M: A NA; .

By the induction hypothesis there are B;, C;, D;, Ej with 1 <i <k, 1 <j <k
such that

(D)

De:Bi-M:C;;, (Bi—Cy)N...N (Bk—>Ck) < A,
I'z:Dj =M : Ej, (D1—E)N...N(Dy—Ek) < As.

We are done, since (B1—C1)N...N(Br—Ck)N(D1—E1)N...N(Dy—Ep) < A.

Now we prove (=) in (i)-(iii) for )\gr-
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(i) The condition A # T implies that axiom (T universal) cannot have been
used in the last step. Hence the reasoning above suffices.

(ii), (iii) The only interesting rule is (NI). Condition A # T implies that we
cannot have Ay = As = T. In case A1 # T and As # T the result follows as
above. The other cases are more easy. B

Notice that as a consequence of this theorem the subformula property holds
for all )‘g(ﬂ'

16.1.2. COROLLARY (Subformula property). Assume I' I—gm M : A and let N
be a subterm of M. Then N is typable in an extension '™ =T, x1:Bq,...,2,:By
in which also the variables {x1,...,x,} = FV(N)—=FV(M) get a type assigned.

PRrROOF. If we have rule (T-universal) the statement is trivial. Otherwise if N
is a subterm of M, then we can write M = C[N]. The statement is proved by
induction on the structure of C[ |. m

16.1.3. PROPOSITION. We have for fresh y (¢ dom(T")) the following.

dABI'FN:B&I'F M[z: = N]|: 4] =

dBI'FN:B&T,y:BF Mz: =vy|: A].

Proor. By induction on the structure of M. m

Under some conditions (that will hold for many TTs, notably the ones
introduced in Section 15.1), the Inversion Theorem can be restated in a more
memorable form. This will be done in Theorem 16.1.10.

16.1.4. DEFINITION. 7 is called B-sound if
Vk>1VA4,... ,Ag, By,...,B;,C, D.
(Aj—=B1)N...N(Ay—Bk) < (C—=D)& D #T =

CSAz'lm---mAip&Bilm---ﬁBipSD; (*)
for some p > 1 and 1 <iq,...,i, < k.

This definition immediately translates to type structures. The notion of 3-

soundness is introduced to prove invertibility of the rule (—I), which is important
for the next section.

16.1.5. LEMMA. Let T satisfy (T) and (T—). Suppose moreover that T is [3-
sound. Then for all A, B

A—-B=T & B=T.

PROOF. (=) T—T < T = A—B, by assumption; hence T < B (< T), by
B-soundness. (<) By rule (T—). m
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Let 7 be B-sound. Then A—~B < A/—B" = A' <A & B<B'if B'is
not the top element (but not in general).
In 16.1.6-16.1.8 we will show that all 7’s of Figures 15.2 are (3-sound.

16.1.6. REMARK. Note that in a TT every type A can be written uniquely,
apart from the order, as

A=a1N...Na, N (B1—Cr)N...N (Br—Cy) (+),
i.e. an intersection of atoms (o; € A) and arrow types.
For some of our 7 the shape (4) in Remark 16.1.6 can be simplified.

16.1.7. DEFINITION. For the type theories 7 of Figure 15.2 we define for each
AeT7 its canonical form, notation cf(A), as follows.
(i) If 7 € {BCD, AO, Plotkin, Engeler, CDS, CDV,CD}, then

cf(A) = A.

(ii) If 7 € {Scott, Park, CDZ, HR, DHM, HL} then the definition is by induction
on A. For an atom « the canonical form cf(a) depends on the type theory in
question; moreover the mapping cf preserves —,N and T.

System 7 | A cf(A)
Scott w T—w
Park w w—w
CDZ,HL w p—w
¥ w—p
HR w p—w
@ (w—w) N (p—¢)
DHM %) w—Q
w T—
All systems | T T
except HL
All systems | B—~C' | B—C
All systems | BN C' | cf(B) Ncf(C)

16.1.8. THEOREM. All theories T of Figure 15.2 are 3-sound.

PROOF. We prove the following stronger statement (induction loading). Let

A < A,
Cf(A) = 041ﬂ...ﬂanﬁ(Blﬁcl)m...ﬂ(BkHCk),
cf(4) = ofn...na, N (B—=C)N...N(BL—C).

Then
Vie (LK}[Cy #T =
dp>1diq, .. .’ip€ {1,]{1}[33 <B;,N...N Bip & Cil n...N Cip < CJ/H

The proof of the statement is by induction on the generation of A < A’. From
it B-soundness follows easily. m
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16.1.9. REMARK. From the Theorem it follows immediately that for the compatible
theories of Fig. 15.2 the corresponding type structures are B-sound.

16.1.10. THEOREM (Inversion Theorem II). Of the following properties (i) holds
in general, (ii) provided that T is proper and A # T if & is I—%—T and (iii)
provided that T is (3-sound.

(i) Ie:Atz:B & A<B.
(ii) I'-(MN):A & 3B[FM:(B—A)&TFN:B.
(iii) 'k (A\z.M):(B—C) < TI',e:BFM:C.

PRrROOF. The proof of each (<) is easy. So we only treat (=).

(i) If B # T, then the conclusion follows from Theorem 16.1.1(i). If B =T,
then the conclusion holds trivially.

(ii) Suppose I'  M'N : A. Then by Theorem 16.1.1(ii) there are By, ... By,
Cy,...,C, with £ > 1, such that C1n...NCr, < A, I' v M : B;—C; and
I'EN:Bjfor1<i<k HenceI'N:ByN...N B and

'k M: (Blﬁcl)ﬂﬂ(Bk—)Ck)
<(BiN...NBk)—(Cin...NCy)
< (B1N...NBk)—A,

by Lemma 15.1.13. So we can take B = (B; N...N By).
(iii) Suppose I' - (Az.M) : (B—C). Then Theorem 16.1.1(iii) applies and
we have for some k£ > 1 and By,...,B,C1,...,Ck

(Bl—>01) n...N (Bk—>Ck) < B—(C,
I',x:B; = M : C; for all i.

If C = T, then the assertion holds trivially, so let C' # T. Then by B-soundness
there are 1 <iy,...,i <k, p > 1 such that

BSBilﬂ.‘.ﬂBiP,
Cilﬂ...ﬂ(]ipg(].

Applying (<-L) we get

Fe:BEM:Cy, 1< j<p,
F,:U:BI—M:C’ilﬂ...ﬂCing.l

We give a simple example which shows that in general rule (—E) cannot be
reversed, i.e. that if ' = M N : B, then it is not always true that there exists A
such that ' M : A—-Band ' N : A.

16.1.11. ExAMPLE. Let 7 = Engeler, one of the intersection type theories of
Figure 15.2. Let I' = {z:(po—¢1) N (p2—¢3),y:(¢o N p2)}. Then one has
T I—ZT xy : 1 N 3. Nevertheless, it is not possible to find a type B such that
L2 2 B—(e1Ngs) and TH ;- y: B.
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16.1.12. REMARK. In general

IH? (Az.M):A# 3B,C.A= (B—C) &, z:BFT M : C.

A counterexample is FBP | : (a;—ay) N (ag—as), with a1, an atomic.

16.1.13. PROPOSITION. For 7T € {Scott, Park, CDZ, HR, DHM, BCD, AO} the
properties (i), (i) and (iii) of Theorem 16.1.10 hold for I—%—T, provided that in
(ii)) A # T forT = AO. ForT € {HL,CDV} the properties hold unconditionally
for L.

PROOF. For these 7 Theorem 16.1.10 applies since they are proper and 3-sound
(by Theorem 16.1.8). Moreover, by axiom (—T) we have T’ I—ZT M:T —T for
all ', M, hence we do not need to assume A # T for 7 € {Scott, Park, CDZ, HR,
DHM, BCD}. m

Comment: Because of the Remark at the beginning of this Chapter.
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16.2. Subject reduction and expansion

Various subject reduction and expansion properties are proved, for the classical
B, Bl and 1 notions of reduction. Other results can be found in Alessi et al.
[2003], Alessi et al. [2006]. We consider the following rules.

M—-pN T'HEM:A

(R-red) IFN:-A

Mpe— N TFM:A

(F-eap) TFN:A

where R is a notion of reduction, notably 3-, 8l, or n-reduction. If one of these
rules holds in )\g(ﬂ, we write )\Z(T) E (R-{ezp, red}), respectively. If both hold

we write )‘Z{m E (R-cnv). These properties will be crucial in Chapters 17, 18
and 19, where we will discuss (untyped) A-models induced by these systems.
Recall that (Ax.M)N is a Bl-redez if x € FV(M), Curry and Feys [1958].

B-conversion

We first investigate when /\Z(T) = (B(1)-red).
16.2.1. PROPOSITION. (i) A1) = (Bl-red) <
T (\e.M): (B—A) & z€FV(M) = I,z:BFT M : A].
(i) A7) = (B-red) & [T (\e.M): (B—A) = T,a:BFT M : A

PROOF. (i) (=) Assume I' - A\z.M : B—A & z€FV(M), which implies
[y:B = (Ax.M)y : A, by weakening and rule (—E) for a fresh y. Now rule
(Bl-red) gives us I',y:B - M[z:=y] : A. Hence I', z:B + M : A.

(<) Suppose I' F (Az.M)N : A & xz€FV(M), in order to show that
I' = M[z:=N] : A. We may assume A # T. Then Theorem 16.1.1(ii)
implies I' W Ae.M : B;—C;, ' W N : B; and C;N...NC, < A, for some
Bi,...,Bg,Cq,...,Cy. By assumption I',x:B; = M : C;. Hence by rule (cut),
Proposition 15.2.8, one has I' F M[z:=N] : C;. Therefore I' - M[z:=N] : A,
using rules (NI) and (<).

(ii) Similarly. m

16.2.2. COROLLARY. Let T be 3-sound. Then )\Z(T) E (B-red ).
PRrOOF. Using Theorem 16.1.10(iii). m

16.2.3. COROLLARY. (i) Let T € {Scott, Park, CDZ, HR, DHM, BCD, AO,
Plotkin, Engeler, CDS}. Then )%T = (B-red ).
(ii) Let T € {HL,CD,CDV}. Then N} |= (B-red ).

Proor. By Corollary 16.2.2 and Theorem 16.1.8. m
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In Definition 18.2.22 we will introduce a type theory that is not (3-sound,
but nevertheless induces a type assignment system satisfying (3-red).
Now we investigate when )\gﬁ) E (B-exp). As a warm-up, suppose that I' F
Mz:=N]: A. Then we would like to conclude that N has a type, as it seems to
be a subformula, and therefore I' - (Az.M)N : A. There are two problems: N
may occur several times in M [x:=N], so that it has (should have) in fact several
types. In the system A_, this problem causes the failure of rule (3-exp). But in
the intersection type theories one has N : BiN...N By if N : By,..., N : Bg.
Therefore (Axz.M)N has a type if M[z:=N]| has one. The second problem arises
if N does not occur at all in M[z:=N], i.e. if the redex is a AK-redex. We would
like to assign as type to IV the intersection over an empty sequence, i.e. the top
T. This makes (B-exp) invalid in A%, but valid in systems )\gT.

16.2.4. PROPOSITION. (i) Suppose I' =7 M[z:=N]: A. Then
IF? (A\e.M)N : A < N is typable in context T.
(H) )\Z(T) }: (/B'exp) A VF,M, NaA
[T+7 M[z:=N]: A = N is typable in context I'].
(iii) AL, | (Bl-exp) < VI, M, N, A with € FV(M)
[T +7 M[z:=N]: A = N is typable in context I'].

PROOF. (i) (=) By Theorem 16.1.1(ii). (<) Let I' + M[z:=N] : A and
suppose N is typable in context I'. By proposition 16.1.3 for some B and a
fresh y one hasT'F N : B& I',y:B+ M[z: =y]: A. Then ' - Az.M : (B—A)
and hence I'  (Axz.M)N : A.

(ii)) (=) Assume I' - M[x:=N] : A. Then I' - (Ax.M)N : A, by (B-exp),
hence by (i) we are done. (<) Assume I' - L' : A, with L —g L'. By induction
on the generation of L —g L' we get I' = L : A from (i) and Theorem 16.1.1.

(i) Similar to (ii). m

16.2.5. COROLLARY. (i) AZ; |= (B-exp).
(i) M = (Bl-eap).

PRroOF. (i) Trivial, since every term has type T.
(ii) By the subformula property (Corollary 16.1.2). m

Now we can harvest results towards closure under 3-conversion.

16.2.6. THEOREM. Let 7 € T'T be 3-sound.
(i) Let T€TT . Then )\ZT = (B-cnw).

(i) A} = (Bl-cnw).

PRrROOF. (i) By Corollaries 16.2.2 and 16.2.5(1).
(ii) By Corollaries 16.2.2 and 16.2.5(ii). m
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16.2.7. COROLLARY. (i) Let T € {Scott, Park, CDZ, HR, DHM, BCD, AO,
Plotkin, Engeler, CDS}. Then AZ; |= (B-cnw).
(ii) Let T € {HL,CDV,CD}. Then M} |= (Bl-cnw).

PRrROOF. (i) By Theorem 16.2.6(i).
(ii) By Theorem 16.2.6(ii). m

7)-CONVETsion

First we give necessary and sufficient conditions for a system )\gm to satisfy
the rule (n-red).

16.2.8. THEOREM. (i) Let T € TT . Then
)\gr = (n-red) < T is natural.
(ii) Let T € TT. Then
M = (g-red) < T is proper.

PROOF. (i) (=) Assume )\gT = (n-red) towards (—nN), (—) and (T—).
As to (—nN), one has

r:(A—B)N(A—-C),y:AFzy: BNC,

hence by (—I) it follows that z:(A—B) N (A—C) F Ay.zy : A—=(B N C).
Therefore z:(A—B) N (A—C) + =z : A—=(BNC), by (n-red). By Theorem
16.1.10(i) one can conclude (A—B)N (A—C) < A—(BnNC).

As to (—), suppose that A < B and C < D, in order to show B—C <
A—D. One has ©:B—C,y:A F zy : C < D, so ©:B—C F \yxy : A—D.
Therefore by (n-red) it follows that z:B—C F z : A—D and we are done as
before.

Asto T < T—T, notice that z:T,y:T F a2y : T, so we have x:T F Ay.xy :
T—T. Therefore z:T Fx : T—T and again we are done.

(<) Let 7 be natural. Assume that I' - Az.Mz : A, with © ¢ FV(M), in
order to show I' M : A. If A= T, we are done. Otherwise,

'tXeMx:A = TD,o:BijFMx:Ci1<i<k &
(Bl—>C1) Nn...N (Bk—>Ck) < A,
for some Bi,...,By,Cq,...,C},

by Theorem 16.1.1(iii). By Lemma 16.1.5 we omit the i such that C; = T. There
is at least one C; # T, since otherwise A > (B1—T)N...N(Bx—T) = T, again
by Lemma 16.1.5, and we would have A = T. Hence by Theorem 16.1.10(ii)

= I',xz:B;+FM:D;—C; and

I'x:B; -2 :D;, for some D1, ...,Dg,
= B; <D, by Theorem 16.1.10(i),
= TI'kM:(B—C;), by (<-L) and (—),
= I'FM:((B1—Ci)Nn...Nn(B—Cy)) < A.

—

ii) Similarly, but simpler. m
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16.2.9. COROLLARY. (i) Let T € {Scott, Park, CDZ, HR, DHM, BCD}.
Then )\gT = (n-red).

(ii) Let T € {HL,CDV}. Then ML |= (n-red).

In order to characterize the admissibility of rule (n-exp), we need to introduce
a further condition on type theories. This condition is necessary and sufficient
to derive from the basis x:A the same type A for A\y.zy, as we will show in the
proof of Theorem 16.2.11.

16.2.10. DEFINITION. Let 7 € TT.
(i) 7 is called m-sound iff for all A there are kK > 1, my,...,m; > 1 and
Bl, “ e ,Bk, Cl, .. ,Ck,

Diy ... D, Err... B,
and
Dy ... Dy, Epi ... Egm,
with
& < (D11—>E11)ﬂ...ﬁ(DlmlﬁElml) N

(Dk1—>Ek1) N...N (kakHEkmk)
& B; < Dilﬂ---ﬂDimi &E“ﬂ...ﬂEimi < (j,
forl1 <i<k.

(ii) Let 7€ TT ". Then 7 is called ' -sound iff for all A # T at least one
of the following two conditions holds.
(1) There are types By,...,B, with (Bi—T)N...N(B,—T) < 4;
(2) There are k > 1, my,...,my > 1 and By,...,Bg, C1,...,Ch,

Di1... D1, Er... B,
and
Dy ... Dy, Ep1 ... Egm,
with
(Bl—>Cl) n...N (Bk—>0k) N
N (Br1—T)N...Nn(B,—T) < A
& A < (D11—>E11)ﬂ...ﬂ(DlmlﬂElml)ﬂ

(Dk1—>Ek1) Nn...N (kakHEkmk)
& B; < Dilm---ﬂDimi&Eilm---ﬂEim,‘ <
for 1 <i<k.

This definition immediately translates to type structures. The validity of n-
expansion can be given as follows.

16.2.11. THEOREM (Characterization of n-exp).
(i) M E (n-exp) < T isn-sound.
(ii) )\ZT = (n-exp) < T isn' -sound.
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PROOF. (i) (=) Assume A} |= (np-exp). As 2:A - z : A, by assumption we
have x:A F Ay.zy : A. From Theorem 16.1.1(iii) it follows that z:A, y:B; F xy :
C; and (B1—C1)N...N(By—Cy) < A for some B;, C;. By Theorem 16.1.1(ii)
for each i there exist D;;, F;;, such that for each j one has x:A,y:B; - z :
(Dij—Eij), x:A,y:B; =y : Dijj and Ej N ... N Eyy,, < C;. Hence by Theorem
16.1.1(i) we have A < (D;;—E;j) and B; < D;; for all i and j. Therefore we
obtain the condition of 16.2.10(i).

(<) Suppose that T'F M : A in order to show I' - Axz. Mz : A, with x fresh.
By assumption A satisfies the condition of Definition 16.2.10(i).

& A < (D11—>E11)ﬂ...ﬂ(DlmlﬁElml)ﬂ

(DklﬂEkl) n...N (kak—)Ekmk)
& B; < Dilm---mDimi&Eilm---mEimi <
for1 <i<ek.

By rule (<) for all ¢,j we have I' = M : D;;—E;; and so I',x:D;; F Mx : Ej;
by rule (—E). From (< L), (NI) and (<) we get I',2:B; - Mz : C; and this
implies I' = A\x. Mz : B;—C}, using rule (—I). So we can conclude by (NI) and
(<) that T'F Az. Mz : A.

(ii) The proof is nearly the same as for (i). (=) Again we get 2:A,y:B;
zy : C; and (B1—C1)N...N(Bp—CY%) < A for some B;,C;. If all C; = T, then
A satisfies the first condition of Definition 16.2.10(ii). Otherwise, consider the
i such that C; # T and reason as in the proof of (=) for (i).

(<) Suppose that I'+ M : A in order to show I' F Az. Mz : A, with z fresh.
If A satisfies the first condition of Definition 16.2.10(ii), that is (B;—T) N
...N(B,—T) < A, then by rule (T) it follows that I',x:B; = Mz : T, hence
' XMz : (Bi—T)N...Nn(B,—T) < A. Now let A satisfy the second
condition. Then the proof is similar to that for (<) in (i). m

For most intersection type theories of interest the condition of n(")-soundness
is deduced from the following proposition.

16.2.12. PROPOSITION. Let T € TT with atoms A be proper.

(i) 7 ism-sound << VAe€A3IBy,...,B;,Ch,....CpxIn>1
A= (Bl—>01) Nn...N (Bk_’ck)
(ii) Let T€TT . Then

T isn'-sound << VYACA[T—T<AVIBy,...,BCy,...,Ch
(iii) Let T € NTT'. Then

T ism' -sound < T is n-sound.
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PROOF. (i) (=) Suppose 7 is m-sound. Let A€ A. Then A satisfies the
condition of Definition 16.2.10(i), for some By,...,By, C1,...,Ck,

Dlla-- . aDlmla'” 7Dk1)' "7Dk‘m17 Ella" . 7E1mlv"' 7Ek17° : 'aEk‘mk’ By (*)m)
and (—), using Proposition 15.1.13, it follows that

A < (DiNn...NDiyp,—FE11N...NEpp,) NN
(D1 N... N Dgpmy,—Ep1 N ... ﬂEkmk)
< (B1—=Ci)Nn...N(Bp—Ch),

hence A =7 (Bl—>01) Nn...N (Bk—>0k>

(<) By induction on the generation of A one can show that A satisfies the
condition of n-soundness. The case A1— A, is trivial and the case A = A1 N As
follows by the induction hypothesis and Rule (mon).

(ii) Similarly. Note that (T—T) < (B—T) for all B.
(iii) Immediately by (ii) using rule (T—). m

16.2.13. COROLLARY. (i) Let T € {Scott, Park, CDZ, HR, DHM, AO}. Then T
is " -sound.

(ii) HL is n-sound.

PRrROOF. Easy. For AO in (i) one applies (ii) of the Proposition. m

16.2.14. COROLLARY. (i) Let T € {Scott, Park, CDZ, HR, DHM, AO}. Then

N~ (n-cap).

(ii) Let T = HL, then

A (n-eap).

PrOOF. By the previous Corollary and Theorem 16.2.11. m

Exercise 16.3.15 shows that the remaining systems of Figure 15.2 do not
satisfy (m-exp).

Now we can harvest results towards closure under 7-conversion.
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T B-red | Bl-red | B-exp | Bl-exp | p-red | n-exp
Scott |/ v v v v v
Park v Vv Vv v v vi
wz |v |v v |v |v |V
HR vV v Vv VoY
DHM |/ v Vv v Voo
Boo |V v v v v |
AO Vv Vv v Vv f Vv
Plotkin | 1/ vV Vv Vv ' 1
Engeler | / v vV Vv ¥ p
CDS V vV vV vV 1 p
HL Vv Vv f Vv Voo
CDV V vV ¥ vV Vv ¥
CD V v b vV b 1

Figure 16.1: Type theories versus reduction and expansion

16.2.15. THEOREM. (i) Let T € TT 7. Then
)\ZT = (n-cnv) < T is natural and m' -sound.
(ii) Let T € TT. Then

/\% = (n-cnv) < T is proper and n-sound.

PRrROOF. (i) By Theorems 16.2.11(ii) and 16.2.8(i).
(ii) By Theorems 16.2.11(i) and 16.2.8(ii). m

16.2.16. THEOREM. (i) For T € {Scott, Park, CDZ,HR, DHM} one has
)\%—T E (n-cnw).
(ii) For T = HL one has
M E (n-cnw).

PRrROOF. (i) By Corollaries 16.2.9(i) and 16.2.14(i).
(ii) By Corollaries 16.2.9(ii) and 16.2.14(ii). m

Figure 16.1 summarises the results of this section and of the exercises in the
following section for the type theories of Figure 15.2. The symbol ‘y/” stands
for “the property holds” and /' for “the property fails”.
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16.3. Exercises

16.3.1. Show that for each number n € N there is a type A, € TP such that for
the Church numerals c¢,, one has I l—gD Cni1: Ap, but T }‘gD c, A,

16.3.2. Show that S(KI)(II) and (Az.zzx)S are typable in F&EP.

16.3.3. Derive I—gTDZ (Az.zzx)S @ ¢ and yw,zw l—gTDZ (Az.zxz)(Syz) @ w.
Comment: Moved here as they need lemmas from 16.

16.3.4. Find the relation between the following three types w.r.t. <cpz.
(W= (p—=9)—w) N ((p—p)—¢), (w—w)—w and p—(w—w)—e.

16.3.5. Using the Inversion Theorems show the following.

(i) KSP1:a—a, where « is any constant.
(ii) VK w.

(iii) M1 w.

(iv) b/glé’tkin lr:w.

16.3.6. We say that M and M’ have the same types in I, notation M ~p M’ if
VACFM:A & Tk M : A

Prove that M ~p M’ = MN ~p M’]\_f, )
16.3.7. Show that 7 = Plotkin is 8-sound by checking that it satisfies the
following stronger condition.
(A1—>Bl) n...N (An—>Bn) <C—D =
Hk}#OHil,...,ik.l Sij <n& C:Aij &Bil ﬂ...ﬁBik =D.
16.3.8. Show that 7 = Engeler is 3-sound by checking that it satisfies the
following stronger condition:
(Ai—B1)N...N(A,—B,) <C—D&D # T =
Elk;«éOHH,,zkl Sl] <n& C:Alj &le ﬂﬁBlk =D.

16.3.9. Let A7 = {T,w} and 7 be defined by the axioms and rules of the
theories Scott and Park together. Show that 7 is not B-sound [Hint:
show that T # w].

16.3.10. Prove that Theorem 16.1.10(ii) still holds if the condition of properness
is replaced by the following two conditions

A<y B = C—-A<yC—B

(A-B)N(C—D)<r ANC—BND.
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16.3.11. Show that the following condition
A—>B=T—|——>—|— = BZTT
is necessary for the admissibility of rule (B8-red) in A4. [Hint: Use
Proposition 16.2.1(ii).]

16.3.12. Remember that the systems ¥ and /\f:T are defined in Exercise 15.5.2.

(i) Show that rules (B-red) and (Bl-exp) are admissible in A\X, while
(B-exp) is not admissible.
(ii) Show that rules (8-red) and (B-exp) are admissible in /\ng

16.3.13. (i) Show that for 7 € {AO, Engeler, Plotkin, CDS} one has

AT (n-red).

(ii) Show that for 7 = CD one has

A (mred).

16.3.14. Verify the following.
(i) m-soundness implies nT-soundness. Comment: Wil: Is this interesting?
(ii) Let 7 € {BCD, Plotkin, Engeler, CDS}. Then 7 is not nT-sound.
(iii) Let 7€ { ' CDV,CD}. Then 7 is not n-sound.

16.3.15. (i) Show that for 7 € {BCD, Engeler, Plotkin, CDS} one has

/\gT = (m-exp).

(ii) Show that for 7 € {CDV,CD} one has
M ¥ (n-exp).

16.3.16. Show that rules (n-red) and (n-exp) are not admissible in the systems
A and )\Ir(jTT as defined in Exercises 15.5.2.

16.3.17. Let F denote derivability in the system obtained from the system /\SDV
by replacing rule (<) by the rules (NE), see Definition 15.2.5, and adding

the rule
T'FXe.Mz: A

r-mM:A
Show that T FEPY M : A < T'- M : A.

16.3.18. (Barendregt et al. [1983]) Let - denote derivability in the system
obtained from ABSP by replacing rule (<) by the rules (NE) and adding
(Rn) as defined in Exercise 16.3.17. Verify that

(Rn) if 2 ¢ FV(M).

TFEP M A & THM: A

16.3.19. Let A be a basis that is allowed to be infinite. We define A - M : A
iff there exists a finite basis I' C A such that I' = M : A.
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(i) Show that all the typability rules are derivable except possibly for
(—1).

(ii) Suppose dom(A) is the set of all the variables. Show that the rule
(—1) is derivable if it is reformulated as

Ay, 2:AFM:B = AF (Ax.M): (A— B),

with A, the result of removing any x:C' from A.
(iii) Reformulate and prove Propositions 15.2.8, 15.2.10, Theorems 16.1.1
and 16.1.10 for infinite bases.

16.3.20. A multi-basis T" is a set of declarations, in which the requirement that
vAyBel = xz=y = A=1B

is dropped. Let A be a (possibly infinite) multi-basis. We define A
M : A iff there exists a singled (only one declaration per variable) basis
I' € A such that I' = M : A.

(i) Show that z : a1,z : as P x: a1 Nas.

(i) Show that x: a1 — a9,z : ag P 22 : an.

(iii) Consider A ={z:a1Nag,z:a1};

A = (9,
B = (aq — ag — ag) — as;
M = \y.yxx.

Show that A,z : AFCP M : B, but A °P (\z.M) : (A — B).

(iv) We say that a multi-basis is closed under N if for all z € dom(A) the

set X = A(x) is closed under N, i.e. A, BEX = ANBeX, up to
equality of types in the T'T under consideration.
Show that all the typability rules of Figures 15.4 and ?7, except for
(—1I), are derivable for (possibly infinite) multi-bases that are closed
under N.

(v) Let A be closed under N. We define

Alz:=X]={y: Aly) |ly#z}U{x: A| Ac X}

Prove that the following reformulation of (—1I) using principal filters
is derivable
Alz:=71B]F N :C
AFXe.N:B—C -
(vi) Prove Propositions 15.2.8, 15.2.10, Theorems 16.1.1 and 16.1.10 for
(possible infinite) multi-bases reformulating the statements when-

ever it is necessary.
(vii) Prove that if A(z)’s are filters then {A | AF 2z : A} = A(x).

16.3.21. Show that the inclusions suggested in 15.3 are strict.




Chapter 17

Type and Lambda Structures

This Chapter is on meet semi-lattices and type structures. The pre-order of
type theories is not sufficient, we need a partial order.

There are many models of the untyped lambda calculus that ‘live’ in the
category ALG of w-complete algebraic lattices: posets with arbitrary sups and
countably many compact elements. For example Pw and D, are enriched ALG
objects. Each object D of ALG, that by definition is algebraic, is determined
by its compact (finite) elements (D). On these compact elements there is a
natural structure of a meet semi-lattice: for d,e € K(D)

dS;C(D)e < elpd.

The reason for turning around the order is as follows. An element d € K(D) is
said to approximate an x €D iff d C x. Now if d C e, then d approximates
more elements of D, than e. Therefore it will turn out to be natural to write
e < d. Moreover, if d,e are compact, then so is d Lip e. With respect to the
new ordering this element is the meet

d Nk (D) €-

In this way it is natural to relate the objects of ALG with those of MSLT, the
category of meet semi-lattices with top. In fact D can be reconstructed from
K(D) by considering filters of compact elements: D = FX(P) It turns out that
a subcategory ALG, of ALG, which has the same objects but less morphisms,
is equivalent with MSLT.

So far so good, but the obtained structures are too poor for interpreting
lambda calculus. Therefore the story is repeated for so-called algebraically
applicative structures (zip structures), objects D of ALG enriched with a kind
of ‘pairing operator’ Z on K(D). The category obtained in this way is called
ZS. Using this pairing operator one can define application and abstraction (not
yet satisfying the B-rule) on D. Corresponding to ZS there is now the category
TS of intersection type structures with top, that consists of meet semi-lattices
with top enriched with an operator —.

Finally we will show that zip structures correspond with lambda structures,
i.e. triples (D, F, G), where D € ALG, F : [D—[D—D]] and G : [[D—D]—-D],
such that (G, F') is a Galois connection.

95
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Each time we also consider the so-called strict case, in which the objects of
the category may miss a top element or where the top element is treated in a
special way.

In Section 17.1 we introduce the categories ALG, ALG, and ALG} (strict
case) of complete lattices, ZS and ZS? of zip structures and lazy (LZS), natural
(NZS) and proper strict (PZS®) subcategories of the latter. We also derive
some basic lemmas.

In Section 17.2 we show the equivalences (of the categories) MSL T = ALG,
and of MSL = ALG?.

In Section 17.3 we treat the equivalences TS' =2 ZS and also of the lazy
and natural subcategories. After that the strict cases are treated.

Finally in Section 17.4 we show that zip structures correspond with lambda
structures. For the general case of zip structures the corresponcence is not
perfect, but it is in the form of an equivalence between categories, for the lazy,
natural and proper strict zip structures.

Summarizing, there are three groups of categories of structures: the type,
lambda and zip structures. The type structures are expansions of meet semi-
lattices with the extra operator —; the lambda and zip structures are expansions
of algebraic lattices D with respectively the extra structure of a pair (F,G)
with F': D—D—D and G : [D—D]—D or a map Z merging (‘zipping’) two
compact elements into one. Within each group there are five or three relevant
items, explained above. The categories equivalences are displayed in Figures
17.1, 17.2.

~

ALG
algebraic

MSL "

meet semi-

lattices lattices

~

MSL —— ALG?

Figure 17.1: Equivalences proved in Section 17.2

NTST = NZS — NLS
e o~ e o e
LTS’ LZS LLS
TST Z8 o (LS)
PTS — PZS* — PLS*
TS 7SR — (LS?)
type zip lambda
structures structures structures

Figure 17.2: Equivalences proved in Sections 17.3 and 17.4
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17.1. Algebraic lattices and zip structures

Algebraic lattices

Comment:

e for sure all the content of this subsection is not new, so references are
mandatory. We do not know this. Can you put pointers? Me too I am
not very familiar, and the references become old very quickly today, I
propose to do this work when you will establish a FIXED publication
date.

e I do not have a good suggestion for the top of D, both Q and Tp were
used, I put the macro topD. Is OK It is not OK to call the top of a lattice
exactly as the top type, please change back the macro!

e all new macros are in the file partIIl.tex, some of them are red (by ma)
Some I changed, marking them with ‘hb’. For the ones I agreed I removed
the ‘ma’

e indexes are denoted either by I or by Z, you must choose to give some
meaning to this notational difference (I finite and Z possibly infinite?),
state and respect it, or use the same notation.

The following has already been given in Definition 14.2.1, but now we treat in
in greater detail.
Comment: D is a type, I propose D (macro dD)

17.1.1. DEFINITION. (i) A complete lattice is a poset D = (D,C) such that for
arbitrary X C D the supremum || X €D exists. Then one has also a top element
Tp =LUD, a bottom element Lp =10, arbitrary infima

NX =Wz |VzeX.zCa}
and the sup and inf of two elements
vUy =Wz y}, 2y =Tz y}
(ii) A subset Z C D is called directed if Z is non-empty and
Ve,yeZ dz€e ZxC 2z &y C 2.

(iii) An element d €D is called compact (also sometimes called finite in the
literature) if for every directed Z C D one has

dClUZ = 3zeZdC 2.

Note that if d, e are compact, then so is d Ll e'.
(iv) K(D) ={de€D|d is compact}.

n general it is not true that if d C e € K(D), then d € K(D); take for example w + 1 in
the ordinal w +w = {0,1,2,... w,w+ 1w+ 2,...}. It is compact, but w (E w + 1) is not.
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(v) K*(P) = K(D) — {Lp}.
(vi) D is called an algebraic lattice if
VrxeDa =|{ecK(D)|eC x}.

D is called an w-algebraic lattice if moreover K(D) is countable (finite or
countably infinite).

Instead of d€D or X C D we often write d €D or X C D, respectively. When
useful we will decorate T, LI, ['1, L, T, U and M with D, e.g. Cp etcetera.

The following connects the notion of a compact element to the notion of
compact subset of a topological space.

17.1.2. LEMMA. Let D be a complete lattice. Then d €D is compact iff
VZ CDJAC Z = 37y C Z.|Z is finite & d C 1 Zo]].
PROOF. (=) Suppose d € D is compact. Given Z C D, let
zt={UZ| Zo C Z & Z, finite}.
Then Z C ZT,11Zy =1Z and Z7 is directed. Hence

dcllz = aclz*
= FTeZTdC "
= 372y C ZdCZ & Zp is finite.
(<) Suppose d C |1 Z with Z C D directed. By the condition d C Ll Z; for
some finite Zy C Z. If Zy is non-empty, then by the directedness of Z there

exists a z € Z such that z 3117y J d. If Zy is empty, then d = 1 and we can
take an arbitrary element z in the non-empty Z satisfying d C z. m

17.1.3. NOoTATION. Let D be an w-algebraic lattice. For x € D, write

K(z) = {de K(D) | d C z}.

Comment: I do not agree to cancel this, it
helps the reader!

17.1.4. DEFINITION. Let D, & be complete lattices and f : D—E.
(i) fis called (Scott) continuous iff for all directed X C D one has

FUX) =UfX) (=W (2) |zeX}).
(ii) [D—&] ={f:D—E | f is Scott continuous functions}.
(iii) f is called strict iff f(L) = L.

(iv) Write [D—&] for the collection of continuous strict maps.

17.1.5. PROPOSITION. Let D, & be algebraic lattices.
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(i) Let f € [D—E&]. Then for x €D
fl@)={f(e) [ e Ex & ecK(D)}.
(ii) Let f,g€[D—E]. Suppose f | K(D) =g | K(D). Then f =g.

PrOOF. (i) Use that # = [l{e | e C a} is a directed sup and that f is
continuous.

(i) By (i). m

17.1.6. DEFINITION. The category ALG has as objects the w-algebraic complete
lattices and as morphisms the continuous maps.

Comment: Rightarrow is used for implication, so we cannot use it for
step function (macro step), the lemma is unreadable!

17.1.7. DEFINITION. (i) [D—D'] is partially ordered pointwise as follows.
fCg & VzeD.f(x) C g(x).
(ii) f a €D, a' € D', then ar—a’ is the step function defined by

(a—d)(d) = d, if a C d;

= lp, else.
17.1.8. LEMMA. [D—D'] is a complete lattice with

(U 0@ = U s
17.1.9. LEMMA. For a,bED, o b eD and f € [D—D'] one has
(i) a compact = a—d is continuous.
(ii) a—d’ is continuous and o’ # L = a is compact.
(ii) ' compact < a—a' compact.
) ' £ f(a) & (a—d)E f.
JObCa&d TV = (a—d)C (b—b).
) (a—a’) U (b=b) E (aTb)—(a" U D).

(iv
(v
(vi

PROOF. Easy. m

17.1.10. LEMMA. For all b,aq,...,a, €D,V a},...,a, €D, and f € [D—D']

(b-) C (ar—al) U.... U (andl,) <
=4 HIg{l, ce ,n} [uiejai Ch&b C Lliemg].

Clearly in (=) we have I #0 if d # Lp.
ProOOF. Easy. m

17.1.11. PROPOSITION. Let D,D' € ALG.
(i) For f €[D—D'] onehas f = l{a=d |d C f(a), a€ K(D),d’ € K(D')}.
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(ii) Let De ALG and let f : [D—D'] be compact. Then
f=(a1—a))U...U(ap—al,),

for some ay,...,an € K(D),d},....a, e K(D').
(iii) [P—D'] € ALG.

PROOF. (i) It suffices to show that RHS and LHS are equal when applied to
an arbitrary element d € D.

fd) = fl{a|aCd&ack(D)})

= W{f(a) |aCd& ack(D)}

= W{d|dC fla)&aCd&ack(D),d ek(D)}

= W(a—d)(d)|d C fla) & a T d& acK(D),d € K(D')}
L{(a—a')(d) | ' C f(a) & a € K(D),d’ € K(D')}
= (W(a—d) | d C fla) & acK(D),d € K(D')(d)}.

(ii) For f compact one has f =|l{a—a’ | d’ C f(a) & a € K(D),d’ € K(D')},
by (i). Hence by Lemma 17.1.2 for some ay,...,a, € K(D),d}, ... a, € K(D')

[ =(a1—a))U...U(ap—al,). (17.1)

(iii) It remains to show that there are only countably many compact elements
in [D—D]. Since (D) is countable, there are only countably many expressions
in the RHS of (17.1). (The cardinality is < ¥,,n.83 = X.) Therefore there are
countable many compact f € [D—D]. (There may be more expressions on the
RHS for one f, but this results in less compact elements.) m

17.1.12. DEFINITION. (i) The category ALG, has the same objects as ALG
and as morphisms ALG,(D,D’) maps f : D—D’ that satisfy the properties
‘compactness preserving’ and ‘additive’:

(cmp-pres) VaeK(D).f(a) e K(D');
(add) VX CD.fUX) =L f(X).

(ii) The category ALG? has the same objects as ALG, and as morphisms
ALG: (D, D) maps [ : D—D’ satisfying (cmp-pres), (add) and

(S) VdED[f(d) =1lp = d= J_D].

17.1.13. REMARK. (i) Note that the requirement (add) implies that a morphism
f is continuous (only required to preserve sups for directed subsets X) and
strict, i.e. f(Llp)= Lpr.

(ii) Remember that K*(D) = K(D)—{Lp}. Note that ALG:(D, D’) consists
of maps satisfying

(cmp-pres®) Vae K*(D).f(a) € K°(D');
(add) VX CD.f(UX) =Uf(X).
17.1.14. REMARK. By contrast to Proposition 17.1.11(iii) ALG,(D,D’) ¢ ALG,,

because from (i) of that Proposition it follows that the set of compactness
preserving functions is not closed under taking the supremum.
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Zip structures

The idea of a zip structure is that we have an element of ALG such that the
information of two compact elements is ‘zipped’ together, not necessarily in
such a way that the constituents can be found back.

17.1.15. DEFINITION. (i) A zip structure is a pair Dy = (D, Z) with D € ALG
and Z : K(D) x K(D) — K(D) an arbitrary map.

(ii) The category ZS has zip structures as objects and maps f : D — D’
such that (a,b,c,... ranging over (D))

(cmp-pres) Va.f(a) € K(D');
(add) VX C D.fIUX) =L f(X);
(Z-comm) Va,b.f(Z(a,b)) = Z'(f(a), f(b))

as morphisms ZS((D, Z), (D', Z’)). The second requirement implies that a
morphism f is continuous (only required to preserve sups for directed sets X)
and strict, i.e. f(Llp)= Lpr.

17.1.16. LEMMA. Let f : D — D' be a continuous function with D, D' € ALG.
Then, for any X C D, b € K(D'),

VEfUX) & 3Z Ch, XNKMD)Y C f(U2Z).

PROOF. Note that = = {1 Z | Z Cq, XNK(D)} is a directed set and | J= = || X.
Moreover, by monotonicity of f, also the set {f(L12) | Z Cgn X NK(D)} is
directed. Therefore

VY flUX) < v C U

s VEUfE), since f is continuous,
e VW flU2) | Z Can X NK(D)}, by definition of Z,
& 3ZChy XNKMD)Y C f(U2), since b’ is compact. m

17.1.17. COROLLARY. A map f : D—D’ satisfies (add) iff f is Scott continuous
and

VX Cpin K(D).fUX) =L f(X). (1)

PROOF. The non-trivial direction is to show, assuming f is Scott continuous
and satisfies (1), that f is additive. By monotonicity of f we only need to show
for all X C D

fUx) ELF(X).
As D' is algebraic, it suffices to assume b C (L] X) and conclude ¥ C || f(X).
By the Lemma 37 Cg, X NK(D).V' C f(UZ) =Uf(2),s0 b TUF(X). m

We now specialize this general framework to special zip structures.

17.1.18. DEFINITION. Let Dz = (D, Z) be a zip structure.
(i) Then Dy is a lazy zip structure if the following holds.
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(1) (Z-contr) aCd &V Cb = Z(d,V)C Z(a,b);
(2) (Z-add) Z(a,b; Uby) = Z(a,by) U Z(a,bs);
(3) (Z-lazy) Z(Llp,Llp)C Z(a,b).

(ii) LZS is the full subcategory of ZS consisting of lazy zip structures.

17.1.19. DEFINITION. Let Dy = (D, Z) € ZS.

1.1
(i) Then Dy is a natural zip structure if Dy € LZS and moreover

(Z—bot) Z(J_D, J_D) = 1p.
(ii) INZS is the full subcategory of LZS consisting of natural zip structures.

17.1.20. REMARK. Since condition (Z-bot) is stronger than (Z-lazy), D is natural
if it satisfies (Z-contr), (Z-add) and (Z-bot). In fact, (Z-bot) corresponds to
(T—), and (Z-lazy) to the weaker (Tiazy).

Strict zip structures

17.1.21. DEFINITION. Let D be an w-algebraic lattice.
(i) Let Z : (K*(D) x K%(D)) — K*(D). Then Dz = (D, Z) is called a strict
z1p structure.
(ii) If we write Z(a,b), then it is always understood that (a,b) € dom(Z).
(iii) The category ZS?® consists of strict zip structures as objects and as
morphisms maps f satisfying

(cmp-pres®) VaeK*(D).f(a) € K3(D');
(add) VX C D.fIUX) =l f(X);
(Z-comm)  Va,b.f(Z(a,b)) = Z'(f(a), f(D)).

17.1.22. DEFINITION. (i) Let Dz = (D, Z) € ZS®. Then Dy is called a proper
strict zip structure, if it satisfies the following conditions.

(Z-contr) aCd &V Cb = Z(dV)C Z(a,b);
(Z-add)  Z(a, by Ubs) = Z(a,b1) U Z(a, bs).

(ii) PLS? is the full subcategory of ZS® consisting of proper strict zip structures.

17.1.23. REMARK. In Section 15.3 we introduced the names MSL ", MSL, TS',
TS for collections of meet semi-lattices and type structures. The superscript
T in these names denotes that the structures in the relevant collections have a
top element.

In the present Section we introduced the names ALG,, ALG},ZS,ZS".
The superscript s, to be read as ‘strict’, concerns the top element of K(D)_
(see Definition 17.2.5) and suggests that we are not interested in it. N

In the next Section we will establish equivalences of categories like

MSLT =~ ALGy;
MSL = ALGS;
TS = ZS;
TS =~ ZS°.
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Note that under this correspondence there is a sort of adjunction in the super-
scripts of the names due to the fact that in the lefthand side of this table the
presence of a top is given explicitly, whereas in the right hand side the name
indicates when we are not interested in the top (of (D)_). In particular, note
that TS does not correspond with ZS. -

17.2. Meet-semi lattices and algebraic lattices

Comment:
e XY are filters and subsets of D.
e X is a set of filters.
e F¢ is the set of all filters over S
o 7S = (FS,C) (the macro is FFL) I use coercion.

The main results of this section are concerned with equivalences between
categories of type structures and lambda structures. The proto-type result is
Corollary 17.2.15, stating the equivalence between the categories MSL T and
ALG,. We start introducing some categories.

17.2.1. DEFINITION. (i) The category MSL has as objects at most countable
meet semi-lattices and as morphisms maps f : M— M/, preserving <,N:

A<B = f(A) < f(B);
fLANB) = f(A)N f(B).

(ii) The category MSL' is as MSL, but based on top meet semi-lattices.
So now also f(T) = T’ for morphisms.

The difference between MSL and MSL" is that, in the MSL case, the top
element is either missing or not relevant (not preserved by morphisms).

17.2.2. DEFINITION. (i) The category TS has as objects the at most countable
type structures and as morphisms maps f : S—&’, preserving <, N, —:

A<B = [f(A) < f(B);
f(AnB) = fA)N f(B);
f(A=B) = [f(A)='f(B).
(ii) The category TS is as TS, but based on top type structures. Now also
(M=

for morphisms.
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Remember that in Definition 15.3.10 we defined four full subcategories of
TS by specifying in each case the objects.
(i) GTST with as objects the graph top type structures.
(ii) LTST with as objects the lazy top type structures.
(iii) NTST with as objects the natural top type structures.
(iv) PTS with as objects the proper type structures.

We define now the functors establishing the equivalences between categories
of type structures and lambda structures.

17.2.3. REMARK. If 7 is countable, then F7 € ALG,.

17.2.4. DEFINITION. We define a map Flt : MSL'T — ALG,, that will turn
out to be a functor, as follows.
(i) On objects S € MSL one defines

FIt(S) = (F5, Q).
(ii) On morphisms f : S—&’ one defines Flt(f) : FS—FS by
Fit(f)(X) ={s' | Ise X.f(s) < ¢}
17.2.5. DEFINITION. Let D€ ALG,. On (D) define
d<e & el d.
17.2.6. PROPOSITION. (K(D),<)e MSL',

PRrROOF. Immediate noticing that

d Nemye = dUp e;
1wy = To;
TIC(D) = l1lp. 1

Instead of M< we often write N< or simply N.

17.2.7. DEFINITION. We define a map Cmp : ALG, — MSL', that will turn
out to be a functor, as follows.

(i) On objects D€ ALG, one defines Cmp by
Cmp(D) = (K(D), <)
(ii) On morphisms f € ALG,(D,D’) one defines Cmp(f) by
Cmp (f)(d) = f(d).

17.2.8. LEMMA. The map Cmp is a functor.
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PRrROOF. Let f € ALG,(D,D’). Note that Cmp(f) = f | K(D) : K(D)—K(D'),
by (cmp-pres). By the fact that f is additive one has f(Lp) = Lpr, which is

f(Txp)) = Ty, and
flaNgmpyb) = flalpb) = f(a) Up f(b) = f(a) Nicepy f(b).
Also f is monotonic as it is continuous. m

17.2.9. LEMMA. Let S€ MSL' be a meet semi-lattice, I # O and s,t,s; €S.
Then
(i) In FS we have

ITSz—Tﬂsz

XS]

el
(i) In K(FS) we have
() 1si=T[)s
iel iel

where the bigcap denote the infima in respectively K(S) and S.
(111) Ts SIC(]—'S)T t & s<gt.

PROOF. From previous definitions. m

In the remainder of the present section we write < instead of <j(rs).

17.2.10. LEMMA. Let f e MSLT(S,8"), s€S. Then FIt(f)(1 s) =1 f(s).

Proor. Flt(f)(1s) = {s|3te Ts.f(t) <5},
= {¢| Tt >s.f(t) <5},
= {¢| f(s) < s}, since f is monotone,

= T/f(s)
17.2.11. PROPOSITION. Flt is a functor from MSLT to ALG,.

PROOF. We have to prove that Flt transforms a morphism in MSL' into a
morphism in ALG,. Let f€e MSL'(S,8"), T s€ K(F°). By Lemma 17.2.10
FIt(f)(1 s) =1 f(s), which is compact in F°', hence Flt(f) satisfies (cmp-pres).

Flt(f) satisfies (add). Indeed, by Corollary 17.1.17 and the fact that Flt(f)
is trivially Scott continuous, it is enough to prove that it commutes with finite
joins of compact elements. Let I be non-empty. We have

Fit(f)(UWier 1s) = FIR(f)(1 Niessi)s by Lemma 17.2.9(ii),

= T f(Nicrsi) by Lemma 17.2.10,
= TMiesr f(s), since f commutes with N,
= I_IZGI T f(si), by Lemma 17.2.9(ii),

)
= LierFlt(f)(Ts;) by Lemma 17.2.10.
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If I is empty, and T, T’ are respectively the bottoms of S,S’, then

Fit(f)(y 1s5) = Fie(/)(1 T),

= 1 f(T), by Lemma 17.2.10,
=1 T’ , since f preserves tops,
= Ly Fit(f)(1 ).

So Flt(f) satisfies (add). m

It is possible to leave out conditions (cmp-pres) and (add), obtaining the category
ALG. Then one needs to consider approrimable maps as morphisms in the
category MSL . the Exercise is to be written by Fabio? Or
did we have it?

Now we will show that the functors Flt and Cmp establish an equivalence
between the categories MSLT and ALG,. First we need another Lemma.

17.2.12. LEMMA. (i) Let X € FXP). Then taking sups in D one has

L Jx = L dx).

Xex

(ii) Let 6§ C K(D) be non-empty. Then taking the sups in D one has
Li(te) =L 6.

PRrROOF. (i) Realising that a sup (in D) of a union of {Y;}ier C K(D) is the
sup of the sups L] Y;, one has

LI v = ).

el

The result follows by making an a-conversion [i := X] and taking I = X and
Yy =X.

(ii) 10 is obtained from # by taking extensions and intersections in IC(D).
Now the order in this MSL"is the reverse of the one induced by D, therefore
16 is obtained by taking smaller elements and unions (in D). But then taking
the big union the result is the same. m

Comment: the maps where £, 7,0 (£ is a type environment in chapter 14),
now I used the macros maps, mapt and mapx

17.2.13. PROPOSITION. (i) Let SEMSL'. Then ® = ®s : S—IC(F°) defined
by ®s(s) = Ts is an MSL' isomorphism.

Flt s

/“‘Cmp

S
o1\
K(F®)
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(ii) Let D€ ALG,. Then © = Op : FXP) D defined by O(X) =L X, is
an ALG,, isomorphism with inverse © : D—F*P) defined by
©(x) ={ce (D) |cC x}.

PROOF. (i) By Proposition 15.4.4(v) ® is a surjection. It is also 1-1, since
Ts=1t = s<t<s = s=t. Moreover, ® preserves <:

s<t & 1tCTs
& 1s<1Tt, by definition of < on K(F%).

Also ® preserves N:

@(snt) = 1(sNt)
= TsUTt in FS, by 15.4.4(iii),
= TsNTt in KC(FS), by definition of < on K(F¥),
= ®(s) N&(t).

Then ®(Ts) = TTs = Typs), since {Ts} is the C-smallest filter; hence ®
preserves tops.

Finally @~! preserves <,Mirsy and Ti(rs), as by Lemma 15.4.4(v) an
element ¢ € K(F®) is of the form ¢ = Ts, with s €S and ®(]s) = s.

(iil) We have ©0® = 1p and ® 0 O = 1rkm):

o@(x) = Uf{cek(D)|cCa}
= x since D € ALG,,.
©(O(X)) = {clcClUX}
= {clceX}, since one has
cCplUX & FreXelpa, as ¢ is compact and X C (D) C D is

a filter w.r.t. <, so directed w.r.t. C
< dreXz <gp)c
& celX, as X is a filter on IC(D).
We still have to show that © and © are morphisms. One easiliy sees that ©

satisfies (cmp-pres). The map O is also additive, i.e. Ll ©(X) = ol X) for
arbitrary X C FXP)_ Indeed,

o) = LU Ux), by definition of O,
XeXx
= |_|(U X), by Proposition 17.2.12(i),
= L Jx)), by Proposition 17.2.12(i),

(
= o(1(JX)), by definition of ©,
L x), by Proposition 15.4.4(i).
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Now we have to prove that © satisfies (cmp-pres) and (add). As to (cmp-pres),
assume that b€ (D) and @(b) C LI X, with X directed. Then b C || O(X),
since © satisfies (add). Since b is compact, there exists x € X such that b C
©(z), hence ®(b) C z and we are done. As to (add), let X C D. Then

ol x) = el{o(@@)|zeX}),
= o(olU{e(z) |zc X})), since O satisfies (add),
= o) |zeX}. n
17.2.14. COROLLARY. (i) Let S€ MSLT. Then
S = K(F9).

(ii) Let De ALG,. Then
D = FrP),

17.2.15. COROLLARY. The categories MSL' and ALG, are equivalent; in fact
the isomorphisms in 17.2.13 form natural isomorphisms showing

Cmp o Flt = 1MSLT & Flt o Cmp = 1ara,-
PROOF. First one has to show that in MSL T the following diagram commutes.

S T

K(F9)

f Cmp(Flt(w)

S — = K(FS)

One must show Cmp(Flt(f))(Ts) = T(f(s)). This follows from Lemma 17.2.10
and the definition of Cmp.
Secondly one has to show that in ALG, the following diagram commutes.

flC('D)

D

Flt(Cmp(s)) f

L

fIC(D’) — D/

Now for X € FXP) one has
Flt(Cmp(f))(X) {dek(D)|3IdeX. f(d)<d?}

{dek(D)|3IdeX.d T f(d)}.

Hence, using also the continuity of f,

LI (Fit(Cmp(f))(X)) = U ae x f(d) = U X),
and the diagram commutes. As before we have Flto Cmp = 1apg,. ®

This result is a special case of Stone duality, cf. Johnstone [1986] (II, 3.3).
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Equivalence between MSL and ALG?

17.2.18. REMARK. If 7 is countable, then F € ALGS.

17.2.19. DEFINITION. The functor FIt® : MSL — ALG; is defined as follows
FIt*(S) = (F7, ©).

For f € MSL(S,S’) define FIt*(f) € ALGS(FS, F5') by

FIt"(f)(X) = {s'|Fs€ X.f(s) <5},
FIt(f)(0) = 0.

17.2.20. LEMMA. K*(D) € MSL with

if X eFS,

dm]Cs(D) e dUp e;

J_,Cs(p) Tp.

PROOF. Easy. m

17.2.21. DEFINITION. Let D € ALG;,.
(i) The functor Cmps : ALGS — MSL is defined as follows

Cmp,(D) = (K*(D), <).
For a morphism f define Cmpg(f) by

Cmps(f)(d) = f(d).

69
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17.2.22. PROPOSITION. (i) Let SEMSL. Then ® : S—K*(FS) = K(F°)
defined by ®(s) = 1s is an MSL isomorphism.

(ii) Let De ALG;. Then © : FEP) D defined by o(X) = U X, is an
ALG?} isomorphism with inverse © : D—n?-"fs(p) defined by
©(d) ={ceK*(D) | c C d}.

In diagram,

PROOF. Similar to the proof of Proposition 17.2.13. m
17.2.23. COROLLARY. The categories MSL and ALG; are equivalent.

17.2.24. REMARK. (i) Notice that K%(FS) = K(F%).
(ii) The map p : }";C‘Q(D)H}"’C(D), given by p(X) = XU{Lp} is an isomorphism
in the category ALG;, hence also in ALG,.

Summarizing, we have proved in this section the following statements.
MSL' =~ ALG,;
MSL =~ ALGS.
17.3. Type and zip structures

Now we will extend the equivalences of the previous Section to the various
categories of type and zip structures.

Equivalence between TS and ZS

First the functors Flt and Cmp between MSLT and ALG, will be lifted to act
between the richer categories TS and ZS.

17.3.1. DEFINITION. (i) For S€ TS, define Flt(S) € ZS by
FIt(S) = (7°.2°).
with Z5 : K(FS) x K(FS) — K(F°) defined by

Z5(1s,1t) =1 (s —1).
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(ii) For Dy = (D, Z) € ZS, define Cmp(Dyz) € TS by
Cmp(DZ) = <’C(D)7 Sv ﬂ, —Z, T>7
witha <b < bCpa,anNb=alpb, and T = Lp, as in Definition 17.2.7 and
a—zb= Z(a,b).

(iii) The actions of the maps Cmp : ZS—TST and Flt : TST—ZS on
morphisms are defined as follows. Given f € TST(S,S8"), X € 7S and g € ZS(Dz, D))
with Dy = (D, Z), define

FIt(£)(X) = {t]Fs€ X.f(s) < 1)
Cmp(g) = g K(D)
17.3.2. LEMMA. If S€ETST and Z° is defined as in Definition 17.3.1(i), then
(K(FS),Z5)€ZS. Moreover if — s is defined for (K(FS),Z°)€ZS as in
Definition 17.3.1(ii), then
Ts— st = T(s—t).
PrOOF. Immediate from Definition 17.3.1. m

The following motivates why only one notation is used for the maps Cmp, Flt.
17.3.3. PROPOSITION. (i) Let Fy : TST—SMSL' and Fis : ZS—ALG be the
‘forgetful functors’ defined by

FtS(<Sagyﬂa_’7T>) = <57§703T>z Fts(f) =f;
FIS(<D7Z>) =D, Fls(f) = f.
Then Fis, Fis are functors indeed.
(ii) The following figures are commutative diagrams.

T T
TS Flt 8 TS Cmp 8
Fts Fls Fts Fls
MSLT ALG, MSL' ALG,

Flt
PROOF. As usual. m
17.3.4. PROPOSITION. Cmp is a functor from ZS to TS'.

PROOF. We just have to prove that Cmp transforms a morphism in ZS into a
morphism into TST. Let m : (D, Z) — (D', Z') be a morphism. By Lemma
17.2.8 we only need to show that Cmp(m) commutes with arrows. Now
Cmp(m)(a—zb) = m(a—zb), by definition of Cmp(m),

= m(Z(a,b)), by definition of — 7,

= Z'(m(a),m(b)), since m satisfies (Z-comm),

— m(a)—zm(®)),

— Cmp(m(a))—zCmp(m(b)). m
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17.3.5. PROPOSITION. Flt is a functor from TS to ZS.

PROOF. We have to prove that Flt transforms a morphism in TS into a
morphism in ZS. Let f € TST (S, S’) with arrows — ;s and — s corresponding

to Z5 and Z5', respectively.

that Flt(f) satisfies (Z-comm). Indeed,

FIt(F)(25(1 s,11) =

FIE(F)(T (s —zs 1),
T f(s —yzst),

1(f(s) = s F()),
ZS' (1 £(s), 1 f(1)),

By Proposition 17.2.11 we only need to show

by definition of Z°,
by Lemma 17.2.10,
since f € TST(S,S'),
by definition of Z%',

= ZS'(FIt(f)(1 s),Flt(f)(1 t)), by Lemma 17.2.10. m

Now we will prove that ZS and TS are equivalent. To this aim we show
that natural isomorphisms IdT T ~ CmpoFlt and FltoCmp ~ Idzg are given
by ® and O respectively, exactly as in the case of the equivalence between the
categories MSLT and ALG,,.

17.3.6. PROPOSITION. Let S be a top type structure. Let ® : S — K(FS) be the
map such that ®(s) =1 s. Then ® is an isomorphism in TST.

PROOF. By Proposition 17.2.13(i) we only need to show that ® and ®~!
commute with arrows. Now ® is a bijection, hence the following suffices.

®s—t) = T(s—1),

- T §—zs Ttv
= ®(s)—ys®(t). m

by Lemma 17.3.2,

17.3.7. PROPOSITION. Let Dy = (D, Z) € ZS. Define © : FXP) — D by
@(IL’) = I_Ix,

Then © is an isomorphism in ZS.

where the sup is taken in D.

PRrOOF. By Proposition 17.2.13(ii) we only need to show that © and © satisfy
(Z-comm). As to ©, we have

(ZKP)(1a,1b)) = O (a—zb)), by definition of ZX(P)
= o1 Z(a,b)), by definition of —,
= L Z(a,b))
Z(a,b)
= ZU7 a,7b)
= Z(0(Ta),o(10))

As to ©, we must show
©(Z(a,b)) = Z°P)(@(a), ©(b)).

This follows immediately from (Z-comm) for © and ©@(a) = Ta, @(b) = 10,
©o®=Idp and ®@0© = |d]_—;c(17). [ |
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17.3.8. THEOREM. The categories TST and ZS are equivalent.

PrOOF. As in Corollary 17.2.15, using Propositions 17.3.4-17.3.7. m

Equivalence between LTS' and LZS
17.3.9. PROPOSITION. Cmp restricts to a functor from LZS to LTST.

PROOF. Let Dy = (D, Z) € LLS. Then Cmp(Dy)is a LTS'. In fact, it satisfies
(—), since
d<a&b<l & ald &V LCh,
= Z(d,V)C Z(a,b), by (Z-contr),
& a—zb<ad —zb, by definition of — .

Cmp(Dy) satisfies (—nN), since

(a—zb1) N (a—zb2) = (a—zb1) U (a—zby), since cLld =cNd,
= Z(a,by)U Z(a,b2), by definition of —z,
—  Z(a,by Uby), by (Z-add),
= a—z(b Uby), by definition of —,
a—z (b1 Nbg), since cUd = cNd.

Finally Cmp(Dz) satisfies (Tlazy ), since

a—zb = Z(a,b),
< Z(J—aJ—)v by (Z'laZY)>
= T—zT.

As to morphisms, we have to prove that Cmp(f)€ LTS (IC(D), K(D')), for
any f € LZS(Dz,D}). Then Cmp(f) € TS (K(D), (D)), by Theorem 17.3.4.

Finally LTS (K(D), K(D')) = TST(K(D),K(D")), as LTS is a full subcategory
of TST. m
17.3.10. PROPOSITION. Flt restricts to a functor from LTS to LZS.

PROOF. Let S be a LTST. Then FIt(S) is a LZS satisfying (Z-contr), as

TaCld & TVCTD & d<a&b<V,
= a—b<d -V, by (—),
& 1@ —V)Cla—b),
s Z5(1d,1b)C Z5(1 a,Tb), by definition of Z5.

Now Flt(S) also satisfies (Z-add), since

Z5(1a, T b1 b)) = Z5(1a,1 (b1 Nba)),
= T(a— (b1Nb2)), by definition of Z,
= T ((a—b1)N(a— b)), by (— n),
= Z%(7a,7 b)) N Z°%(Ta, 1b2))),
= Z5%(T a,1 b)) U Z5(Ta, 1bs).
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Finally Flt(S) satisfies (Z-lazy), since

Z8(L, 1) = Z°(1T,17),
(T —=T), bydefof Z°5,
C 1(a—b), sincea —=b<T — T, by (Tazy),

= Z5(1a,Tb), by definition of Z°.

As to morphisms, from Theorem 17.2.11 it follows that Flt(f) € ZS(FS, FS'),
for f€TST(S,S’). We are done, since LZS is a full subcategory of ZS, hence
LZS(FS,75) = ZS(FS, 75 ). m

We will prove that LTST and LZS are equivalent. To this aim we show
tk‘lat natural isomorphisms IdLTST ~ Cmpo Flt and Flt o Cmp ~ Idy,7zg are
given by ® and ©.

17.3.11. PROPOSITION. (i) For SELTS' the map ® : S — K(FS) defined by
®(s) = 1s is an isomorphism in LTS".

(ii) For (D, Z) € LZS the map © : FX¥P) — D defined by O(X) = UX is an
isomorphism in LZS.

PROOF. Immediate, since ® and © have been proved, in Propositions 17.3.6
and 17.3.7, to be isomorphisms in TS and ZS respectively. We conclude by
the fact that LTS and LZS are full subcategories. m

17.3.12. THEOREM. The categories LTS and LZS are equivalent.

PrOOF. As in Corollary 17.2.15, via Propositions 17.3.9, 17.3.10 and 17.3.11. m

Equivalence between NTS' and NZS

17.3.13. PROPOSITION. Cmp restricts to a functor from NZS to NTST.

PRrOOF. By Proposition 17.3.9 it follows that, given a Dy € NZS, the map
Cmp(Dyz) satisfies (—), (— N) (and (Tiasy)). We just have to prove that
Cmp(Dy) satisfies (T—):

T—zT =
by (Z-bot),

I
4N

17.3.14. PROPOSITION. Flt restricts to a functor from NTST to NZS.

PROOF. By Proposition 17.3.10 it follows that, given an S€ NTS', the map
Flt(S) satisfies (Z-contr), (Z-add) (and (Z-lazy)). We just have to prove that
Flt(S) satisfies (Z-bot):

Z8(L, L)y = Z5(T,7),
T — T), by definition of Z5,

T, by (T—),

I
FT” 2N
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17.3.15. PROPOSITION. (i) Let SENTST. Then ® € NTS'(S,K(F®)) is an
isomorphism.
(i) Let (D,Z) € NZS. Then O € NZS(FXP) D) is an isomorphism.

PrROOF. As the proof of Proposition 17.3.11: & and © are isomorphisms in
TS and ZS respectively. We conclude by the fact that NTST and NZS are
full subcategories. m

17.3.16. THEOREM. The categories NTS' and NZS are equivalent.

PrOOF. Asin Corollary 17.2.15, via Propositions 17.3.13, 17.3.14 and 17.3.15. m

Equivalence between TS and ZS,

NOTATION. In the present context, the rest of this section, we use I, J, K for
non-empty finite sets of indexes. Note that for S€TS we have K%(FS) =
K(F9).

17.3.17. DEFINITION. (i) For S € TS, define Flts(S) € ZSg by
Fity(S) = (77, ),
with Z$ 1 KC$(FS) x K3(FS) — K3(FS) defined by
Z3(1s,1t) = 1(s — 1).
(ii) For Dy = (D,Z) € ZS,, define Cmp,(Dy) € TS by
Cmp,(Dz) = (K°(D),<,N,—z),

with <,N, —7 as in Definition 17.3.1.
(iii) The action of the maps Cmp, and Flt; on morphisms are defined as
follows. Given f € TS(S,8’), X € FS, and g € ZSs(Dz, D)), define

Flt,(£)(X) = { {t|IseX.f(s) <t}, f X #L(=0),

1, else;
Cmps(g) = gf’C(D)

Note that indeed Cmp,(Dz) € TS by Lemma 17.2.20. The following five Propositions
and the Theorem are proved as in 17.3.4-?? for the TS -case.

17.3.18. PROPOSITION. Cmp; is a functor from ZSg to TS.
17.3.19. PROPOSITION. Fltg is a functor from TS to ZSs.

It follows that the categories T'S and ZSg are equivalent. Natural isomorphisms
are given by ® and © respectively.
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17.3.20. PROPOSITION. Let S€TS. Then ® : S — K*(FS) defined by

1s an isomorphism in TS.

17.3.21. PROPOSITION. Let (D, Z) € ZS,. Then © : Fr' @

O(z) ==

— D defined by

18 an isomorphism in ZSs.

17.3.22. THEOREM. The categories TS and ZSg are equivalent. m

Equivalence between PTS and PZS?®

17.3.23. DEFINITION. (i) Let D€ ALG and Z : (K*(D) x K*(D)) — K*(D).
Then Dy = (D, Z) is called a proper strict zip structure, if one has

(Z-contr) aCd &V Cb = Z(dV)C Z(a,b);
(Z—add) Z(a, by U bg) = Z(a, bl) L Z(a, bg)

(ii) The category PZS?® consists of proper strict zip structures as objects
and as morphisms continuous maps f : D—D’ satisfying

(cmp-pres®) Va e K*(D).f(a) € K5(D');
(add) VX CD.fUX)=Uf(X);
(Z-comm)  Va,b.f(Z(a,b)) = Z'(f(a), f(b)).

17.3.24. PROPOSITION. Fltg restricts to a functor from PTS to PZS?.

PROOF. For S € PTS one has Flt,(S) = (F¥, Z8). Asin the proof of Proposition
17.3.10 one can show that Z° satisfies (Z-contr) and (Z-add), hence Flt,(S) € PZS®.
The proof that Fltg is well-behaved on morphisms follows as in Proposition
17.3.5. m

17.3.25. PROPOSITION. Cmpg restricts to a functor from PZS® to PTS.

PRrROOF. Let D€ PTS. Then Cmp,(D) € TS, by Proposition 17.3.18. As in the
proof of Proposition 17.3.9 one shows that Cmps(D) is proper, hence in PTS.

The proof that Cmpg is well-behaved on morphisms follows as in Proposition
17.3.4. m

The proofs of the following two propositions are similar to the proofs of
Propositions 17.3.6 and 17.3.7.

17.3.26. PROPOSITION. Let SEPTS. Then ® : S — K*(FS) defined by
®(s) = Ts,

18 an isomorphism in PTS.
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(D)

17.3.27. PROPOSITION. Let Dy = (D,Z)€PZS*. Then © : Fa ) — D

defined by
o(z) ==

18 an isomorphism in PZS?®.
It follows that we have an equivalence between categories.

17.3.28. THEOREM. The categories PTS and PZS?® are equivalent, natural iso-
morphisms are given by ® and © respectively.

PrOOF. As in Corollary 17.2.15. using Propositions 17.3.26 and 17.3.27. m

Summarizing we have proved in this section the following equivalences.

TST = ZS;
LTST =~ LZS;
NTST = NZS:;
TS = ZS*
PTS ~ PZSs.

17.4. From zip to lambda structures

In this section we see that the various categories of zip structures can be related
to suitable categories of lambda structures.

Lambda structures

17.4.1. DEFINITION. (i) A lambda structure, notation LS, is a triple Dpg =
(D,F,G), where De ALG and F : D — [D — D] and G : [D — D] — D are
continuous.

(ii) A strict lambda structure, notation LS® is a triple Dpo = (D, F,G),
where D € ALG, and F : D—¢[D—¢D] and G : [D—D]|—¢D are continuous.

Comment: these definitions are given in Section 18.1, where they are used!
Comment: better to use m for the Galois pair?
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17.4.3. DEFINITION. A pair of continuous functions (m,n) with m : D — D',
n: D' — D is said a Galois connection (shortly: (m,n) : D — D’) if

(Galois-1) nom J ldp;
(Galois-2) mon C Idpr.

An equivalent statement is
(Galois) VxeD,z’ e D' .m(z) Ca' <z Cn(a).
Here m is said to be the left adjoint of the Galois connection, n the right adjoint.
Next lemma shows two useful properties of the left adjoint in Galois connections.

17.4.4. LEMMA. Let (m,n) : D — D' be a Galois connection. Then
(i) m is additive.
(i) Vde K(D).m(d) e K(D').

PRrROOF. (i) Of course, being m monotone, it is immediate that for arbitrary
sets 7 one has

m( U d;) 3 U m(dy).

i€l i€l

As to the other inequality

m( U d;) © m(U (n(m(d)))), by (Galois-1),

icT ieT
C m(n( |_|Im(d,i))), since n is monotone,
ic
C U m(d), by (Galois-2).
1€T

We now prove (ii). Let Z’ C D’ any directed set. We have

m(d) EUZ" = n(m(d)) CnlZ"),

= n(m(d)) CUn(Z)), since n is continuous,
= dLCn(2), by (Galois-1),

= dJzeZ.dCn(z), since d € (D),

= dzeZm(d) C m(n(z))

= JzeZm(d)C =z by Galois-2. m

17.4.5. DEFINITION. A Galois connection (m,n) : D—D’ is called special if for
any z,y €D, o',y €D', f€[D — D] and g € [D — D’] one has

L. m(G(f)) EG'(mo fon);
m(

2.
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17.4.6. DEFINITION. (i) The category LS consists of lambda structures as objects
and special Galois connections as morphisms. The composition between morphisms
(m,n): D — D, (m' n):D — D is given by (m' om,non').

(ii) The category of strict lambda structures, notation LS?®  has as objects
strict lambda structures and as morphisms special Galois connections (m,n)
such that m and n are strict.

(iii) A proper lambda structure, notation PLS® is a strict lambda structure
Dp. such that (G, F) is a Galois connection.

(iv) PLS?® is the full subcategory of ZS® having as objects proper lambda
structures.

In order to show the relation between ZS and LS, we will introduce two
operators A and L. Before that, we first show how to build a Galois connection
out of a morphism in ZS.

17.4.7. DEFINITION. Given a morphism m : (D, Z) — (D', Z') in ZS we define
n=mny,:D — Dby
nm(2') =Wz | m(z) C 2’}

The next lemma shows properties of n,, (we write just n for short).

17.4.8. LEMMA. Let m: (D, Z) — (D', Z') be a morphism in ZS. Then
(i) VeeD,2’ €Dz Cn(a) & m(x) C 2.
(ii) (m,n) is a Galois connection between D and D':

nom J ldp,
monC Idp.

(iii) n is continuous.

PRrOOF. (i) We have

rCn(a) = xCl{z|m(z)Ca'}, by definition of n,
= m(z) EWH{m(z) | m(2) Ea'}, by (add),
= m(z) C o, by definition of L,
= 1z Cn(), by definition of n.

(i) By (i),
(iii) To show that n is continuous it is enough to prove that for any X’ C D’
directed and a € (D), we have

aCnlUX") & o CTUNX).

Now
aCnllX") & m(a) EUX, by (1),
& d'e X' m(a) C 2/, by (cmp-pres),
& eX.aln(a), by (),
& aCln(X), as n(X') is directed. m
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The following is another useful property of n,,.

17.4.9. LEMMA. Let meZS(Dy,D’,) and a,be K(D), so (a—b)e[D — D).
Then
(i) m o (a—b) on = (m(a)—m(b)).
(ii) Vfe[D' — D], (m(a)—m()) C f' < (a—b) Cno fom.
PROOF. (i) For any y € D,

(b)
(L)

by definition of
step function,

mo (a—b)on(y) = { if a En(y) }

otherwise

3 33

_ { (b) ifm(a) Ty } by Lemma 17.4.8(i)
otherwise and (add).
(i)
m(@)m®) T f & mo(@b)onC f by ()

nomo (a—b)onomEno ffom
a—bCnoflom

mo (a—b)onCmono fomon
mo (a—b)on C f
m(a)—m(b) C [’

since nom J ldp

since mon C ldp

by (i). m

17.4.10. DEFINITION. Let Dz = (D, Z) € ZS. Then D induces the continuous
functions - : D?*—=D, Fy : D — [D — D] and Gy : [D — D] — D defined by

LR S O

T-zy LHep, (z,y),

where ©p,(z,y) = {b|3FaCy| Z(a,b) C x};
Fz(z) = My -zy;
Gz(f) = WZ(a,b) |0 E f(a)}.

Often we will omit the subscript Dy.

In this way we get a lambda structure from Z. Conversely, from a lambda
structure (D, F, G) with G compact preserving, one also can define a zip structure
(D, 7).

Dra Comment:
I always dislike ~, it does not agree with the symbols for the other structures

17.4.11. DEFINITION. Let D be alambda structure with G' compact preserving.

Then we can define
Zrala,b) = Gab).

In this way we obtain a zip structure (D, Zr ).

Of course, in the definition above, we cannot drop the requirement that G
preserves compact elements, otherwise Zr ¢ is not well-defined.

This suggests to introduce the category of cp-lambda structures, notation
LS?, which is the full subcategory of LS which has as objects lambda structures
where G preserves compact elements. We will use LS? later on.
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17.4.12. LEMMA. Define A:ZS — LS as follows:
o let Dz €ZS. Define A(Dz) = (D, Fz,Gyz);
o let me ZS(Dy, D). Define A(m) = (m,np,).
Then A is a functor.

PROOF. The non-trivial proof concerns morphisms. .A(m) is a Galois connection
because of Lemma 17.4.8. So we are left to prove the four points of Definition
17.4.5. Let f: Dz—fDIZ and G = Gz, G = GDIZ

(1) We have

bE f(a)}, by (add),

I
—
—_~
s
N

L Z'(m(a),m(b)) | a—bC f}, by (Z-comm),

| m(a)—m(b) Tmo fon}, by Lemma 17.4.9(i),

m(U{b | 3a C y.Z(a,b) C }),
LI{m(b) | 3a C y.Z(a,b) C x}, by (add),
Li{m(b) | 3a £ y.m(Z(a,b)) Em(2)},

) C m(x)} by (Z-comm),

3
=
5
s
I

C
T LH{m(b) | 3a C y.Z'(m(a), m(b))
C LHm(®) | 3am(a) Em(y) & Z'(m(a),m(b)) E m(z)},
C LKy | 3a" Em(y).2'(a', V) T m(x)},
— m(x) - mly)
(3) We have
G(nogom) C n(m(G(nogom))), since nom 3 Id,
C n(G'(monogomon)), by (1) above
C n(G'(g)), since mon C Id.
(4) We have
n(z’-y") 3 n(m(n(z")) -m(n(y))), since m-nC Id,
2 n(m(n(z’) -n(y))) by (2) above,
J n(@)-n(y), sincen-m JId. m
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What about a functor from LS to ZS? As mentioned, there are problems
in going from LS to ZS due to the fact that G does not preserve compact
elements, so it is not clear how to define the induced Z.

We could try to avoid the problem and work with LS®. Similarly to the
definition of A, we could consider the following definition.

17.4.13. DEFINITION. Define £ : LS® — ZS as follows:
e Let (D, F,G) € ZS?. Define L((D, F,G) )= (D, Zrq);

o let (m,n) € ZS*(Dy,D';,). Define L({m,n)) = m.

Unfortunately £, even though well-defined on objects, is not a functor. In
fact, given a Galois connection (m,n), then m satisfies (cmp-pres) and (add),
by Lemma 17.4.4, but there is no guarantee that (comm-2) is satisfied.

Consider for instance

e D = {1, T} ordered by L T T. Such a structure will be denoted by
D={lLCT}

e F.F':D — [D — D] defined by:
Ve eD.F(x) = L—1;
VeeD.F'(x) =1 =T,

e G,G': D — D] — D defined by:
vfe[D—DLG(f) =L
vfelD - DL.G(f) =T.

Then (ldp, Idp/) is a Galois pair between D = (D, F,G) and Dy, o =
(D,F',G",),but m = L({ldp, Idpr)) is not a morphism in ZS(L(Dr,c), LD ))-

So leave out for a while morphisms. If we consider just the action of A and £
on objects, one could ask if the correspondence induced by them is bijective (up
to isomorphisms). The answer is negative: the actions of A and £ on objects
are not inverse of each other. By contrast, note that the correspondence will
be perfect in the more specialized cases of lazy Galois zip structures and Galois
zip structures as we will see below. In those settings £ will be a functor and
along with A will set up an isomorphism of categories.

On one side, Z cannot be recovered by Gz and F;. For instance we can
consider the zip structures over D = {L  a,b C T}. Define Z and Z’ by

Z(a,a) =a; Z(a, T)=b; Z(c,d) = L in the other cases
Z'(a,a) =a; Z'(a, T)=T; Z'(¢,d) = L in the other cases

Let Dy = (D, Z), D} = (D,Z'). Then Dz and D/, induce the same G and F":
Gz = Gz and F; = Fz. So we have proved that A(Dy) = A(D’). Since Dy
and D', are clearly not isomorphic, A is not injective (up to isomorphisms).

On the other side, not every cp-lambda structure Dp can be obtained by
some zip structure Dy.
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Consider for instance D as any non-trivial w-algebraic lattice, and let F :
D — [D— D], G:[D — D] — D defined by:

F(x) = My.L
G(f) = L

Then for no Dy, we have Iy, = I and Gz = G. In fact,

Fz(z)(y) = Wb|3aCy.Z(a,b) Cx}
= b |3aCy.Ga—b) C 2}
= T.

So A is not surjective.

From lazy zip structures to lambda structures

In this subsection we see how the correspondence between zip structures and
lambda structures becomes very smooth (an isomorphism of categories) in the
case of lazy zip structures.

We start with a remark and a technical lemma. Recall that ©p, is defined
in Definition 17.4.10.

17.4.14. REMARK. Note that by (Z-contr) and (Z-add) one has in LZS
(i) YaeK(D).Z(a,Ll)=2Z(L,1).
(i) Op,(x,y) #0 < Op,(x,y) is directed.

17.4.15. LEMMA. Let (D,Z) € LZS and let a,be K(D), x €D, with b # L.
Then
bCz-a < Z(a,b) C .

PROOF. (<) follows immediately from the definition of application.
We prove (=). We have

bCzx-a & bQU@DZ(:L’,a),
= Ja;,01.0C b & a1 Ca& Z(ay,b) Cx, as Op,(x,a) is directed,
= Z(a,b)Cz.m

This completes the proof. m

Lazy zip structures admit a characterization by means of lazy lambda structures.
Comment: ¢ is already used as type environment in chapter 14, the macro
for ~ is gb.

17.4.16. DEFINITION. Let D = (D, F, G) be a lambda structure. Write
v:=G(L=1).

We say that D is a lazy lambda structure if the following holds.
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(i) (y-comp) ~v€K(D);

(i) (adjl)  Vfe[D—DL.F(G(f) 2 f;
(i)  (adj2) VeeDyCx = G(F(x))C
(iv) (vd1) VeeDyUZzx = F(x)= JJ—)J_

Note that we are using the notation (D, F, G) coherent with lambda structure
notation, but this is in contrast with Galois connection notation, since the left
adjoint G is put on the right. The following adjunction properties hold.

(ADJ1) G(f)Ez = fLC F(x)
(ADJ2) ifyCxthen fC F(z) = G(f)Cx

In a lambda structure Dp ¢ = (D, F, G), F and G set up a Galois connection
if and only if Dr ¢ is a lazy lambda structure with v = L. This is stated in the
next lemma.

17.4.17. LEMMA. Let Dp g = (D, F,G) be a lambda structure. Then (G,F) is
a Galois connection if and only if Dr is a lazy lambda structure with v = L.

PROOF. (=) Obviously (Galois-1) is equivalent to (adjl), and (Galois-2) implies
(adj2). Moreover

G(L=1) G(F(L1)),

C
cC 1, by (Galois-2).

Therefore v = L. Finally (L) is trivial, since the premise v £ x is always
false.
(<) If v = L, then (adj2) becomes (Galois-2). m

17.4.18. DEFINITION. (i) The category LLS is the full subcategory of LS which
has as objects lazy lambda structures.

(ii) A natural lambda structure is an object (D, F,G) in LLS such that F
and G is a Galois connection.

(iii) The category of natural lambda structures, notation NLS, is the full
subcategory of LS which has as objects natural lambda structures.

We will establish the following equivalences of catogories.

LZS = LLS;
NZS = NLS;
PZS° = PLS’.

17.4.19. PROPOSITION. Let Dy = (D, Z) be a lazy zip structure. Then
(i) Gz(a—b) = Z(a,b).
(ii) A(Dz) = (D, Fz,Gz) is a lazy lambda structure.



17.4. FROM ZIP TO LAMBDA STRUCTURES 85

PROOF. (i) We have the following.

Gzla—b) = W2z, V)|V C (a—b)d'}
= WZz@,V)|aTd &b Cb}, because Z(a', L) = Z(L, 1),
by Remark 17.4.14(i),
= Z(a,b), by (Z-contr).

(ii) Omitting the subscript Dz we prove that A(Dy) satisfies the four points
of Definition 17.4.16. We have G(L—_L1) = Z(L, L), by (i). Therefore (y-comp)
holds, since Z (L, 1) is compact.

As to (adjl), it is sufficient to reason about compact elements, and prove
that for any a, b,
bC fla) = bC F(G(f))(a).

Notice that if b T f(a), then b€ Op,(G(f),a), so

b C Ueop,(G(f),a),
G(f)-a,
= F(G()(a)

Now we prove (adj2). Suppose v C z, that is Z(a, L) C z for any a. Since
G(F(z)) = W Z(a,b) | b C x-a}, it is enough to prove that Z(a,b) C x
whenever b C x - a. There are two cases. If b = L, then the thesis follows from
the hypothesis. If b £ 1, then the thesis follows from Lemma 17.4.15.

Finally we prove (y.Ll). By (Z-lazy) it follows that Z(a,b) £ x, for all a,b.
So F(z)(y) = L, for any y. m

As a corollary of Proposition 17.4.19 and Lemma 17.4.12 we get the following
result.

17.4.20. THEOREM. A restricts to a functor from LZS to LLS.

Going the other direction, from any lazy lambda structure one can define
a lazy zip structure. Before showing that, we need to extend Lemma 17.4.4 to
lazy lambda structures. The proof is very similar to that other one and is left
to the reader.

17.4.21. LEMMA. Let (D, F,G) be a lazy lambda structure. Then
(i) G is additive.
(i) ¥f € K([D — D]).G(f) € K(D).

17.4.22. PROPOSITION. Let D = (D, F,G) be a lazy lambda structure. Then
L(Drc) = (D, Zrqg) is a lazy zip structure.

PROOF. First of all notice that Z is well-defined
since by Lemma 17.4.21(ii), Z(a, b) is a compact element.

We prove (Z-contr). Let a C o/, ¥’ C b. Then, in [D — D], a'—b C a—b,
hence G(a'—b") C G(a—Db). By definition of Z, this implies Z(a’,V') C Z(a,b)
as desired.
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We prove (Z-add). We have

Z(a,by Uby) = G(a—(b1Uba)), by definition,
G(a—b1) UG(a—bg), by Lemma 17.4.21(i).

Finally, (Z-lazy) is immediate by monotonicity of G and the fact that
(L= 1)C (a—D), for all a,be (D). m

By contrast to what happened with ZS?, restricting to LLS the functor £
is well-behaved on morphisms, so that we get a functor.

17.4.23. LEMMA. Let 7 = (m,n) € LLS(Dr,¢, Dy ), where D = (D, F G),
Dy v = (D', F',G"). Define L(w) = m. Then L(r) € LZS(L(Dr,c), L(Dyr r))-

PROOF. L(m) = m satisfies (cmp-pres) and (add) by Lemma 17.4.21. So we
are left to prove that m satisfies (Z-comm), that is, for any a,be K (D),

m(Z(a,b)) = Z'(m(a), m(b))

where Z = Zpq, Z' = Zp . We have

m(Z(a,b)) = m(G(a—Db)) by definition of Z
C G'(mo(a—b)on) by Definition 17.4.5(1)
= G'(m(a)—m(b)) by Lemma 17.4.9
= Z'(m(a), m(b))

On the other hand, being by definition (a—b)(a) =b

bC (a—b)(a) = bLC (F(G(a—b))(a) by (adjl)
= m(b) Cm((F(Gla—b))(@))
= m(b) C F'(m(G(a—b)))(m(a)) by Definition 17.4.5(2)
= m(a)—m(b) C F'(m(G(a—D)))
= G'(m(a)—m(b)) C m(G(a—Db)) by (adj2)
= Z'(m(a),m(b)) E m(Z(a,b))

As a consequence of Proposition 17.4.22 and Lemma 17.4.23 we obtain
17.4.24. THEOREM. L : LLS — LZS 1is a functor.

Actually, £ and A set up an isomorphism between LLS and LZS. So the
correspondence between LLS and LZS is perfect.

17.4.25. THEOREM. (i) Ao L = ldy1,g-

PROOF. (i) We will prove that for any lazy lambda structure Dp ¢ = (D, F, G),
A(L(Dr)) = Dr. This is equivalent to prove that

Fzpo =F, Gzp..=0G.
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First we prove that Gz, ., = G. We have

Gzro(f) = WZrala,b) |0 C f(a)},
= H{G(a—d) |0 C f(a)},
= G(Wa—b|bC f(a)} by Lemma 17.4.21(i),
= GUa—b| a—bC 1},
= G(f)

Now we prove that for any x € D, Fz, ,(r) = F(x). First consider the case
v Z x. In such a case F(z) = L—.1 by (yLl). On the other hand, since
Zp q satisfies (Z-lazy), it follows that Zpg(a,b) Z z, for any a,be (D), so
for any a € k(D) we have Op,(x,a) = (. This implies Fz, ,(x)(y) = L for
any y € D, that is Fyz, ,(r) = L—1. So we have proved that, if v £ z, then
F(x) = FZF,G (z))-

Now let v C z. It is enough to prove that for all compact elements a, b one
has

bE F(z)(@) & b Frpolw)(o)
Indeed, bC Fz,.(7)(a) bC x-a,
Zrc(a,b) €z, by Lemma 17.4.15,
G(a—b) Cz, by definition of Zr g,

a—b C F(z), by (Galois),
bC F(x)(a).

(ii) We prove that for any lazy zip structure Dy = (D, Z), L(A(Dyz)) = Dy.
For this aim, it is enough to prove that Zg, = Z. We have

tte e

Za,(a,b) = Gz(a—b)
= Z(a,b), by Proposition 17.4.19(i). m

17.4.26. COROLLARY. The categories LZS and LLS are equivalent.

From natural zip structures to natural lambda structures

In this short subsection we specialize the results of the previous subsection to
natural zip structures.

17.4.27. PROPOSITION. Let Dy = (D,Z) be a natural zip structure. Then
A(Dz) = (D, Fz,Gz) is a natural lambda structure.

PrROOF. We conclude immediately by Lemma 17.4.17, since Z(L,1) = L,
hence Gz(L—1)=1.m

So we get the following.
17.4.28. THEOREM. A restricts to a functor from NZS to NLS.

We now go the other direction.
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17.4.29. PROPOSITION. Let Dp = (D,F,G) be a natural lambda structure.
Then L(Dp ) = (D, Zrq) is a natural zip structure.

PROOF. By Proposition 17.4.22, we just have to prove that Zpqg(L, 1) = L.
By Lemma 17.4.17 we know that G(L+—_L1) = L, so we are done by the definition
of ZF7(;.

Finally we get the following.
17.4.30. THEOREM. L restricts to a functor from NLS to NZS.
17.4.31. COROLLARY. The categories NLS and NZS are equivalent.

PrROOF. From Theorem 17.4.26 and the fact that NLS and NZS are full
subcategories of LLS and LZS respectively. m

Comment: this was at page 107

17.4.32. LEMMA. Let Drg € NLS.
(i) For f € [D—D]

f is compact = G(f) is compact.
(ii) For f1, fo € [D—D]
G(fid f2) = G(A) UG(f2).
(iii) F determines G: for all f € [D—D]
G(f)=m{d| fE F(d)}.

PROOF. (i) Suppose f is compact. Then

GHc Uz = FGUC U Fz), since F' is continuous,
z€Z z€Z
= fC U F(»), since D is Galois,
z€Z
= JzeZfC F(2), since f is compact

and F(Z) is directed,
= Jz€Z.G(f)CG(F(2)), since G is monotonic,
= Jze€Z.G(f)Cz,
(ii) Since G(fi) C G(f1U f2), by monotonicity of G, one has G(f1)UG(f2) C
G(f1 U f2). Conversely,
G(fiufe) © GF(G(f1))UF(G(f2))],  since FoG J1p_p),
C GFIG(f1) UG(f2)]), by monotonicity of F,
C G(fi) UG(f2), since Go F C 1p.
f)Ed & fC F(d). Indeed,

since D is Galois.

(iii) It suffices to show that G

~—

G(f)Ed = F(G(f))E F(d), since F is monotonic
= [fCF(d), as 1p_p C F oG,
= G(f) T G(F(d)), since G is monotonic,
= G(f)Cd asGoFClp.m
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From proper strict zip structures to proper strict lambda structures

In this final subsection we specialize the previous results to proper strict zip
structures. Most proofs of this section are left to the reader.

17.4.33. DEFINITION. Let Dy = (D, Z) € ZS®. Then Dy induces the continuous
maps -z : D>*—D, Fy : D—4[D—¢D] and Gy : [D—3D]—D defined by
zzy = U6ép,(x,y),
where ©p,(z,y) = {b|3aCy.Z(a,b) C z};
Fz(z) = Myx-zy;
Gz(f) = {Z(a,b) |0 E f(a)}.
Usually we will omit the Z.

The following Lemma shows that indeed (D, Fz, G z) € ZS*®.
17.4.34. LEMMA. (i) For all x € D the map Fz(x) is strict.

(ii) Fy is strict.

(iii) Gz is strict.
PROOF. (i) Since (L,b) is not in the domain of Z.

(ii) Since Z(a,b) # L.

(iii) If b C (L = L)(a), then b = L. Moreover, (a, L) is not in the domain
of Z. m

17.4.35. REMARK. (i) In the proof of A® o L* = Idpy,gs use that Remark
17.4.14(ii) and Lemma 17.4.15 also hold for PLS® and a, b€ K*(D).

(ii) If m is a morphism in ZS®, then m is strict by (add). Moreover, if
m(d) = L, then d = L, hence n(L) = L holds for n of Definition 17.4.7. So m
and n are both strict, hence (m,n) is a morphism in LS®.

From a proper strict lambda structure Dy, = (D, F, G) one also can define
a proper strict zip structure (D, Zr ), by setting for any a,be K*(D)

Zra(a,b) = G(a—D).

Note that from the strictness of F' and the fact that (G, F) is a Galois
connection it follows that G(a—b) # L if a,b # L. Hence Zrg(a,b) is well
defined.

These actions allow to define in the obvious way two operators:

A® : PZS® — PLS?®
L% PLS®* — PZS?

Actually both A* and L* are functors:
17.4.36. THEOREM. A° is a functor from PZS?® to PLS?®.
17.4.37. THEOREM. L® is a functor from PLS?® to PZS?®.
17.4.38. THEOREM. The categories PZS® and PLS?® are equivalent.

Comment: I propose to escape the following section, since the call-by-value
is treated in Simona book.
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17.6. Exercises

17.6.1. Let S be an arbitrary free type structure. Show that
0-X = 0 forall XeF7

X0 = (¢ forall XeF7.

17.6.2. Let S be a natural and (-sound type structure. Show that

Tﬂie[(Ai_)Bi)‘TC = mjeIBj7
where J ={iel |C <1 A;}.
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17.6.3. Let S be a top type structure. Show that

FS(GS(11)) = (Lo 1) =
B =7 T whenever A - B=57 T — T.
17.6.4. Let S be a top type structure. Show that

FS(GS(L1)) = (Lo1) &
[mzel(cl_)Dl) <7 A—B & Vie I1.D; =1 T] = B=7T.
17.6.5. Let S be an arbitrary type structure. Show that
Go(Uicr(T A= 1 Bi)) 2 1N (Ai—=Bi).
17.6.6. Let S be a proper type structure. Show that
GSUici(T A= 1 Bi)) = 1Nier(Ai—Bi).

— Comment: immediate
from previous exercise

17.6.8. Let S be a natural type structure. Show that GS(1 T+— 1 T) = 1 T.
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Chapter 18

MO delS 16.10.2006:1032

In this Chapter filter models, the main tool of Part III on the intersection types,
will be introduced. A filter is a collection of types closed under intersection (M)
and expansion (<). It turns out that there is a natural way to define application
on such filters. This depends on the order < on types and it will be shown for
which of the type theories introduced in Chapter 15 the filters will turn out to
be models of the untyped lambda calculus.

In Section 18.2 the filter models will be introduced as an applicative structures.
Also it will be shown that the value of an untyped lambda term M in this
structure is the collection of types that can be assigned to M. In Section 18.3
the approximation theorem will be shown, i.e. the interpretation of a lambda
term is the supremum of those of its approximations.

18.1. Lambda models

Given a lambda structure D¢ = (D, F, G), i.e. a D € ALG with continuous
F : D-D—D and G : [D—D]—-D, it is well known how one can interprete
(untyped) lambda-terms in it. For lambda structures of the form D = F7 this
interpretation turns out to have a simple form: the interpretation of a lambda
term equals the set (actually a filter) of its possible types (in T7). This will
help us to determine for what 7 the corresponding filter structure is a lambda-
model. This characterization can also be given for
the Al-calculus.Comment: we do not consider other restricted calculi
18.1.1. DEFINITION. (i) Let D be a set and Var the set of variables of the
untyped lambda calculus. An environment in D is a total map

p : Var—D.

The set of environments in D is denoted by Envp.
(ii) If p€Envp and d € D, then p[x := d] is the p’ € Envp defined by

pllz) = d
Ply) = ply), ify#a

The definition of a syntactic lambda-models was given in Barendregt [1984]
(Definition 5.3.1 Comment: where you do not use coercion!) or Hindley and

97
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Longo [1980]. We simply call these A-models. We introduce also applicative
structures (Definition 5.1.1 of Barendregt [1984]) and quasi A\-models.
Comment: better to avoid coercion? use D'?

18.1.2. DEFINITION. (i) An applicative structure is a pair (D, -), where D is a
set and - : D x D—D is a binary operation on D.
(ii) A quasi A\-model is of the form

<D7 '7[[ ]]>7

where (D,-) is an applicative structure and [] : A X Envp—D satisfies the
following.

(1) [« = p(x)

(2) [MN]) = [M];)-[N]

(3) oMy = [y-Mz:=yl] (a),
provided y ¢ FV(M),

(4) VAdeD.[M] ey = [Nl jpegy = DaM]] =[N (9

(5) p I FV(M)=p [FV(N) = [M]] =[M],.

(iii) A A-model is a quasi A-model which safisfies:

(iv) A (quasi) M-model is defined similarly but replacing A by A', the set
of Al-terms that require for each abstraction term Az.M that x € FV(M). The
corresponding clauses are denoted by (al), (381) and (&l).

We will write simply [ ] , instead of [ ]]E when there is no danger of confusion.
We have the following implications:

A-model = Al-model = quasi Al-model;
A-model = quasi A-model = quasi Al-model. Comment: make a diagram?

18.1.3. DEFINITION. Let D = (D,-,[ ]) be a (quasi) A(l)-model.
(i) The statement M = N, for M, N untyped lambda terms, is true in D,
notation D = M = N iff
Vp € Envp.[M], = [N],.
(ii) As usual one defines D = y, where x is any statement built up using

first order predicate logic from equations between untyped lambda terms.
(iii) A A(l)-model D is called extensional iff

D (Ve.Mz = Nzx) = M = N.
(iv) A A(I)-model D is a A(l)p-model iff

D= Xe.Mx =M for x ¢ FV(M) (n)
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18.1.4. DEFINITION. (i) Let Dpg = (D, F, G) be alambda structure, see Definition
17.4.1(i). Then D ¢ induces an interpretation [ ] : A x Envp — D as follows.

[z], = p(2);
[[MN]]p = F(HMHP)([[N]]p)§
[[)\IL‘M]]p = G(AdG'D[[M]]p[i:d})

Notice that the function Ad € D.[M] ;,._y used for [Az.M], is continuous.

(ii) Now let Dpg = (D, F,G) be a strict lambda structure, see Definition
17.4.1(ii). Then also Dp¢ induces an interpretation [ ] : A X Envp — D as
above, changing the clause for [Az.M] , into

[\z.M], = G(Ad€D. if d = Lp then Lp else [M],,._;).

18.1.5. PROPOSITION. For all (strict) lambda structures Dp ¢ induce quasi A(l)-
models.

PROOF. Let Drq = (D, F, G) be alambda structure. Defining the interpretation
[] : AxEnvp — D as in Definition 18.1.4 and the application - : D x D—D as
d-e= F(d)e it is easy to prove that one gets a quasi (strict) lambda model. m

Therefore the only requirement that a (strict) lambda structure misses to
be a A(l)-model is the axiom (3(1)).

18.1.7. PROPOSITION. (i) Let (D, F,G) with D€ ALG be a lambda structure.
Then the following statements are equivalent.

(1) D= (Ax.M)N = M(z: = NJ, for all M,N € A;

2) [Ax.M],.d=[M],._q), for all M €A and d€D;

3) D is a \-model;

)
)
)
) DE A8, where \G={M =N |\B+F M = N}.

i) As (i), but D is a strict lambda structure, in (1) and (2) the extra
condzhon ‘ceFV(M)’, in (1) D = (Ae.M)N = M[z: = NJ|, in (3) D is a
Al-model’” and in (4) ‘D = A\Bl, where A\l = {M = N | \GBIF M = N}.

(
(
(4
(i
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Proor. (i) (1)=+(2). By (1) one has [(Az.M)N], = [M[z: = N]],. Taking
N =z and p/ = p(x: = d) one obtains
[[()\I.M)x]]p, = [M]

P

hence
[[)\az.M]]p -d=[M]

as p | FV(A\z. M) = p' | FV(Az.M).

(2)=(3). By (ii), Definition 18.1.4 and Proposition 18.1.5 all conditions to
be a A-model, see Definition 18.1.2, are fulfilled.

(3)=(4). By Theorem 5.3.4 in Barendregt [1984].

(4)=-(1). Trivial.

(ii) Similarly. m

P

18.1.8. COROLLARY. Let Dpg = (D, F,G) be a (strict) lambda structure and a
A()-model. Then

D is a A(l)n-model < D is an extensional A(1)-model.
PROOF. (=) Suppose that for some p one has for all d € D

[[Mx]]p[CE::d] - [[Nm]]p[$=d]
Then by (n) and Proposition 18.1.5(ii) one has

[M], = [Az.Mz], = [Ax.Nz], = [N],.

(<) Note that by (8(1)) one has D = (Az.Mz)y = My, where x is fresh.
Hence by extensionality one has D = Az.Mx = M.
|

18.1.1. Isomorphisms of A-models

18.1.9. DEFINITION. (i) A reflexive structure (D, F, G) is a lambda structure
such that F'o G = Id.

(ii) An extensional reflexive structure is a reflexive lambda structure such
that Go F = Id.

18.1.10. PROPOSITION. (i) Fach reflexive structure is a A-model.
(ii) Each extensional reflexive structure is an extensional \-model.

PRrROOF. This is Theorem 5.4.4 of Barendregt [1984].

18.1.11. DEFINITION. (i) An isomorphism between two reflexive structures
(D, F,G) and (D', F',G') is a bijective mapping m such that

(1) m(G(f)) =G'(mo fom™)

(2) m(F(d)(e)) = F'(m(d))(m(e))
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18.1.12. PROPOSITION. (i) If D and D’ are isomorphic lambda models via
m then for all A-terms M and environments p:

m([M]7) = [M]2.

mop

(ii) If two lambda models are isomorphic then they equal the same terms,
i.e. DEM =N iff D' =M = N.

PROOF. (i) is proved by induction on M.
(i) follows from (i).
18.2. Filter models

Now we introduce the fundamental notion of filter structure, which will be
used extensively in this Section. It is of paramount importance, and one can
say that all the preceding sections in this Chapter are a build-up to it. Since
the seminal paper Barendregt et al. [1983], this notion has played a major role
in the study of the mathematical semantics of lambda-calculus.

Comment: we need filter models also for T'T, not only for TS

Comment: moved at page 36

18.2.2. DEFINITION. (i) Let 7 be a TT'. We define

FT o [FT=[FT-F7]] and
GT o ([FT-FT-FT)

FI(X)(Y) = 1{BeT?|34AeY.(A-B)eX};
GT(f) = HA=B|Bef(1A)}.
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(ii) Let 7 be a TT. We define

FT o [FT | FT—FT)] and
GI ¢ [[F —=F1=F]]
by
FI(X)(Y) = 1°{BeT7? |34€Y.(A=B)eX};

Gi(f) = 1"{A=B[Bef(1A)}.

s

18.2.3. LEMMA. (i) The structure F¥ = (F7 F7 G7) is a lambda structure:
it is called the filter structure over 7.

(ii) The structure FT = (FI,FT GT) is a strict lambda structure: it is

called the strict filter structure over 7.
PROOF. It is easy to verify that F7,G7, FST7 GST are continuous. H

Recall that by Proposition 15.3.3 a compatible TT(T induces a TS(T).
We can take advantage in this case of the equivalencies between type and zip
structures (Theorems 17.3.8 and 17.3.28).

18.2.4. LEMMA. (i) If S€TST, then FS = Fys and G° = Gys, where Fys
and G5 = G s are defined in Definitions 17.3.1 and 17.4.10.

(ii) If SETS, then F$ = Fys and GS = Gys, where Fys and Ggs are
defined in Definitions 17.3.17 and 17.4.533

PROOF. (i) Taking the suprema in F one has

FS(X)(Y) = 1{14|3BeY.(B—A)ec X}
= U{1A[3BeY1(B—A) C X}
= W14 |31B CY.Z25(1B,14) C X}
= X .4sY.

Moreover,

G5(f) = MB—A|Acf(1B)}
= L{1(B—A) | Acf(1B)}
= L{z(1B,14) | 1AC f(1B)}.

(ii) Now the suprema are taken in ¢ and LI} = ), the bottom of FS. m

The rest of this section is devoted to the characterization of those type
theories 7 such that F7 is a A(I)-model, a so-called filter A-model. The
following type-semantics theorem is important. It has as consequence that for
a closed untyped lambda term M and a TT" 7 one has

M7 = {A|F] M A,
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i.e. the semantical meaning of M in the filter A-model corresponding to a a
TT' 7 is the collection of its types. For a TT 7 one has

(M) = {A|FL M : A},

(s)

T
F(s)

18.2.6. DEFINITION. A context I' agrees with an environment p € Env

I'Ep)ifz: AeT implies A € p(x).

(notation

We immediately get:

18.2.7. PROPOSITION. (i) IfT' = p and I |= p, then T WI” |= p.
(i) If T k= plz :=1) A], then T\z = p.

18.2.8. THEOREM (Type-semantics Theorem). (i) Let T be a TT' and F7 its
corresponding filter structure. Then, for any lambda-term M and p € Enver,

[M],={A|TF.r M : A for someT = p}.

(ii) Let T be a TT and FI its corresponding strict filter structure. Then,

s

for any lambda-term M and p € Env’r,

[pM],={A|T l_%—T M : A for someT = p}.

PRrROOF. (i) By induction on the structure of M.
If M =z, then

[z], = »(2)
= {AlAep(x)}
= {A|Acpax)&a: AFr o2 A}
= {A|T I—%—T x: A for some I' = p}, by Definition 18.2.6.
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If M = NL, then
[NL], = [N]p- L],
= 1{A|3Be[L],(B — A)€[N],}
= {A ‘ Jk>03B4,...,B, C1,...,Ch.
[(Bi—Ci) € [N], & Bi € [L] & (My<ici Ci) < AFUTH{TH,
by definition of T,
= {A|3k>03By,...,B;,C1,...,Ck. for some I'1;,T'y; = p
[Ty H2 N (Bi—Ci) & Ty FX L: By & C1n...NCy < AJFUT{TY,
by induction hypothesis,

= {A\FI—ZT NL: Afor somel |=p}, taking ' =T W.. . WT1kW .. Wy W... Wy,
by Theorem 16.1.1(ii) and Proposition 18.2.7(i).

If M = Az.N, then
\eN], = GTAXeFT.[N]ym=x))
= T{(B=C) | Ce[N]yu=1n}
= {A|3k>03By,...,B, C1,...,Cy. for some I'; |= p[z: = 1B
[T, 2:B; I—%—T N :C; & (B1—C1)N...N(B—C)) < A]}, by the induction hypothesis
= {A|T l—%—r Az.N : A for some I' = p}, taking I' = (T ... W ') \z
by Theorem 16.1.1(iii), rule (<) and Proposition 18.2.7(ii).

(ii) Similarly, with | replaced by 7°. Note that in the case M = NL we
drop 'UT{T} both times and in the case M = Ax.N, using Definition 18.1.4,
. N =1 {(B—C) | Ce|[N 7 +—1p) holds because 1B # (). m
P ple:=1B]

18.2.9. COROLLARY. (i) Let T be a TT'. Then
FT is a A\-model < [T I—ZT (Ax.M): (B—A) = I',=:B I—gT M : A].
(ii) Let T be a TT. Then

F7T is a M-model <

s

CH (Ae.M): (B—A) & z€FV(M) = T,z:BH. . M: Al

PRrROOF. (i) By Propositions 18.1.7(i), 16.2.1(ii) and Corollary 16.2.5(i).
(ii) By Propositions 18.1.7(ii), 16.2.1(i) and Corollary 16.2.5(ii). m
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18.2.11. COROLLARY. (i) Let T be a TT'. Then
T is B-sound = F7 is a A\-model.
(ii) Let T be a TT. Then
T is B-sound = FZ is a M-model.

PROOF. By the Corollary above and Theorem 16.1.10(iii). m

18.2.12. COROLLARY. (i) Let T € {Scott, Park, CDZ, HR, DHM, BCD, AO,
Plotkin, Engeler, CDS}. Then

FT is a A\-model.
(ii) Let T € {HL,CDV,CD}. Then

FT is a M-model.

S

PRrROOF. (i) By (i) of the previous Corollary and Theorem 16.1.8.
(ii) By (ii) of the Corollary, using Theorem 16.1.8. m

18.2.13. PROPOSITION. (i) Let T be a TT'. Then
T is natural and B- and n' -sound = FT is an extensional A-model.
(ii) Let T be a TT. Then
T is proper and B- and n-sound = FT is an extensional Al-model.

S

ProOF. (i) and (ii) F7 (F7) is a A(I)-model by Corollary 18.2.11(i)((ii)). For
extensionality by Corollary 18.1.10 one needs to verify for = ¢ FV(M)

[\z.Ma], = [M], (n)

This follows from Theorems 18.2.8(i), and 16.2.15(i).
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18.2.14. COROLLARY. (i) Let T € {Scott, Park, CDZ,HR, DHM}. Then
FT is an extensional A\-model.
(ii) Let T =HL. Then

.7-"ST s an extensional Al-model.

PRrROOF. (i) and (ii) By Corollary 16.2.13.
|

As shown in Meyer [1982], see also Barendregt [1984] Ch.4, an lambda
structure is a A-model provided that it contains the combinators K, S and &,
satisfying certain properties. Thus, a condition for being a filter A-model can
be obtained by simply forcing the existence of such combinators. This yields a
characterization of the natural type theories which induce filter A-models. See
Alessi [1991] for the rather technical proof.

18.2.15. THEOREM. Let T be a NTT.
(i) The filter structure FT is a filter A-model if and only if the following
three conditions are fulfilled in T .

(K) For all C,E one has

C<E < VD3{4;Bi}tics. [ |(Ai > Bi— A4)<C—D—E.
iel

(S) For all D,E,F,G one has
JHIE<F—-H&D<F—H—-G] &

HAi, Bi, Citier.
(€) For all C,D one has
IHAi, Bitier(()(Ai = Bi) = (A = B)) < (C = D) &
i€l
HE;, F}jes.C < () Ej— Fj) <D.
jeJ

(ii) The structure FT is an extensional filter \-model iff the third condition
above is replaced by the following two.

(61) \V/A H{AZ, Bz}zGIA =T miEI(Ai — BZ),
(€2) VA, B HAitierNie(Ai—A)<(A—-B)< A<B =
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EXPAND! (After 12.2.2006) Comment: I will make a chapter on further
reading as soon as the other parts of the book are finished

Representability of continuous functions

In this subsection following Alessi, Barbanera and Dezani-Ciancaglini [2004]
we will isolate a number of conditions on a NTT 7 implying that the set of
representable functions FT —F7T, i.e. the set of functions in the image of F7,
contains several interesting classes of functions.

18.2.18. DEFINITION. A function f : D — D is representable in the lambda
structure (D, F, G) if f = F(d) for some d € D.
18.2.19. LEMMA. Let T be a NTT and let f € [FT—FT]. Then

f is representable < FT o GT(f) = f.
PROOF. (<) Trivial. (=) Suppose F7(X) = f. Claim F7(G7(F7(X))) =
FT(X). Onehas GT (FT (X)) = 1{a—b| a—be X}. Hencea—be G7 (FT (X)) «
a—b€ X. So for each Y we have indeed F7 (G (F7(X)))(Y) = F7(X)(Y). m

Comment: moved at page 88

18.2.20. LEMMA. Let T be a NTT and define the function h: FT — FT by

h= (141 =1B1)U...U(TA, = 1By,).

Then for C e TT
(i) (F7 o GT)(h)(Te) = {d| (a1—b1) N...N (an—by) < (c—d)}.
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Proor. (i) Ah(1C) L{1Bi | 14: < 1C}
TI{Bi | C < A}, by Proposition 15.4.4(ii

{D|B21ﬂﬂBZk§D&C§A11ﬂﬂAlk}

(i) (FT o GT)(h)(1C) =
= FT(GT((1A1 = 1B))U...UGT (1A, = 1B,)))(10), by Lemma 17.4.32(ii),
= FT((1A—=1B)U...uU(1A,—TB))(Te), by Definition 18.2.2(i),
= FT((1A1=1B)N...n(14,—1B.)))(10), by Proposition 15.4.4(iii),

= {D|3Ee€C(E—-D)e((Ai—B1)N...N(A,—By,))}, see Definition 18.2.2(ii),
= {D|3E>C.(A1—B)N...Nn(A,—B,) < (E—D)}
{D|(Ai—B1)N...N(A,—B,) < (C—D)}, by (—).

18.2.21. THEOREM. LetT be a NTT. Let R be the set of representable functions
FT—FT. Then we have the following.
(i) R contains the bottom function KL = L g7+ L 7 iff for all C, D

T<C—D = T<D.
(ii) R contains the constant functions iff for all B,C, D
T—-B<C—D = B<D.
(iii) R contains the continuous step functions iff for all A, B,C, D
A-B<C—D&D#T = C<A&B<D.
(iv) R contains the continuous functions iff
Vn > 0,VAy,...,Ap, B1,...,B,,C,DET

(AlﬂBl)ﬂ(AnHBn)S(C—)D) = [C’gA“ﬂﬂAlk&B“ﬂﬂBlng]
for some k>0, 1 <i;<...<ix <n.

PrROOF. (i) Assume that KL€R. Then F7(G7(KL)) = KL, by Lemma
18.2.19. Observe that

GT(KL) = 1{A—T}, by Definition 18.2.2(i),

= 17T since 7 is natural.
Hence F7 (L z7) = KL, so in particular F7 (L zr)(TC) = L7, and therefore

{D|T<D} = 1T =Llgr

FT(L)(10)

FT(1T)(1C)

= {d| T < (C—D)}, by Definition 18.2.2(i).

But then T <(C—D = T <D.
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(«=) Suppose that T < C—D = T < D. We show that F7 (Lz7) = KL.

FT(Lz7)(X) = {B|3Ae€X.(A—B)c Lsr}
= {B|3JAc€X.(A—B)e T}
= {B|3JAeX.T < (A—B)}
= {B|T<B} by the assumption
= 1T =_Llgr.
(ii) Suppose that T—=B < C—D = B < D. We first show that each

compact constant function K 1B(= /\XE]:T.TB) is represented by T(T—B).
Indeed,

Del(T—B)-1C & C—Del(T—B) by (—)
& T—=B<C—D
& B<D by the assumption, (T), and (—)
& Det1B=(K1B)(10).

Now let K X be an arbitrary constant function, where X is directed. Then
KX = UpexKTB and {K1B | B€ X} is directed. Hence by Lemma 18.2.19
and the continuity of F7 o G7 we get

KX = UpexKTB
= UgexFT oGT(K1B)
= FToGT(UpexK1B).

Conversely, suppose that all constant functions are representable. Then
F7T o GT(K1b) = K1b, by Lemma 18.2.19. Therefore

T—-B<C—D = (C—-D)el(T—B)

de(T—B)-1C

de ((FT o GT)(K1B))(1C), by Definition 18.2.2(i),
De(K1B)(1C) =1B

B<D.

Pl

(iv) (We prove (iii) later.) Let 7 € NTT. Using the axioms of the natural
type structure 7, it is not difficult to see that the condition in the RHS of (iv)
is equivalent with

(A1—>B1)ﬂ. . ﬂ(An—>Bn) < (C—>D) & BiaN...NBj. <D & C < AjpN.. .NA;.

(18.1)
(<= always does hold) Let he K([F7—FT]). By Proposition
17.1.11(ii) it follows that for some Ay, ..., Ay, B1,...,Bp€T

h=(1A1 = 1B1)U...U(TA, = 1By),

since a finite element of F7 is of the form TA.
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(=) Suppose all continuous functions are representable. Then since h above
is such a function, one has

(F® 0 G%)(h)(1c) = h(Tc)

and therefore (18.1).

(<) Suppose we have (18.1). Then for the compact continuous functions
h one has that (FS o G9)(h) and h coincide on the compact elements ¢ and
therefore by Proposition 17.1.5 everywhere. But then it follows again that
f = (FS o GS)(f) for every continuous f : FZ—F7. Hence Lemma 18.2.19
applies.

(iii) (=) Suppose all continuous step functions are representable. Suppose
a—b < c—d, d# T. Take h = Ta = 1b. By Lemma 18.2.20(ii) we have

(FS o GZ)(h)(Te) = {e|a—b<ce}
h(le) = {el[|{ble<a} <e}.

By the first assumption these two sets are equal. By the second assumption it
follows that ¢ < a & b < d.
(<) Let h = X = Y be continuous. We have to show that

(FSoGS)(h)=h (18.1)

By Lemma 17.1.5(ii) it suffices to show this for compact h. If Y # L -7, then
by 17.1.9 both X, Y are compact, so h = Ta = 1b. Then (18.1) holds by Lemma
18.2.20 and the assumption. If Y = 1 7, then h is the bottom function and
hence representable (the assumption in (iii) implies the assumption in (i)). m

A non-continuous filter lambda-model

The intersection type theories 7 € {Scott, Park, BCD, CDZ, HR, AO, DHM} all
induce filter lambda-models, by Corollary 18.2.12(i). These type theories are
all natural and (3-sound. Therefore by Theorem 18.2.21(iv) all continuous
functions are representable in these F7. In Section 18 we will give many more
filter lambda-models arising from domain models. It is therefore interesting to
ask whether there exist filter lambda-models where not all continuous functions
are representable. We answer affirmatively, and end this section by giving an
example of a natural type structure which is not B-sound. Therefore by the
same theorem not all continuous functions are representable in the induced filter
structures. The model builds on an idea in Coppo et al. [1984]. In exercise
18.4.7 another such model, due to Alessi [1993], is constructed. See also Alessi,
Barbanera and Dezani-Ciancaglini [2004].

The theory

18.2.22. DEFINITION. Let the TT < with constants A® = {T, &, ©} be axiomatized
by rule (—) and axioms (—nN),(T), (T —) and ({) where

() A<y A[Q =0
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18.2.23. LEMMA. (i) A<y B = A[Q:=0] <, B¢ =0l
(ii) TFOM:A = T[O:=0]F°M: A=
(iii) LT/ M:A = T.TVO =0 M: Al :=0Q).
(iv) D,a:A; FO M B; for 1 <i<né& (A1—B)N...N(A,—B,) <¢ C—D
= I,:CF® M:D.

PRrROOF. (i) By induction on the definition of <.

(ii) By induction on derivations using (i) for rule (<).

(iii) From (ii) and rule (<4-L), taking into account that if (x:B) e T, then
(x:B[$ :=Q))el'[$ := Q] and B <¢ B[ := Q.

(iv) We will denote by «a, 3 (possibly with indices) elements of A®. We show
by induction on the definition of < that

[(NicAi=BINT (e aw) <o (N s (C=DNN (e i A1)
&Vi€l.T,z:A -0 M: B)| = Vj€J.T,u:C5+¢ M : D;.

The only interesting case is when the applied rule is (), i.e. we have

(Mie (=BT (henan)) <o (Nier(Ai=BIN My sz on)) [0 = 9.
By hypothesis T', z:4; F© M : B;, so we are done by (iii). m

18.2.24. THEOREM. (i) T¢ is a TT that is not B-sound.
(ii) Nevertheless F< is a filter lambda-model.

PROOF. (i) By definition 7¢ is a TT. We have $—<¢ <o O=0Q, but © £ O,
so it is not B-sound.

(ii) To show that F is a lambda-model, it suffices, by Proposition 18.2.9,
to verify that T ¥ Az.M : A—=B = T,2:A+® M : B. By Lemma 16.1.1(iii)
I' = \a.M : A-»B = TI,2:C; F¢ M : D, for some I,C;, D; such that
Nie(Ci—D;) <y A—B. So, we are done by Lemma 18.2.23(iv). m

For example the step function 1< = 1< is not representable in F.

18.3. Approximation theorems

A crucial result in the study of the equational theory of w-algebraic A-models
are the Approzimation Theorems, see e.g. Hyland [1975/76], Wadsworth [1976],
Barendregt [1984], Longo [1987], Ronchi Della Rocca [1988], Honsell and
Ronchi Della Rocca [1992]. An Approximation Theorem expresses the interpretation
of any A-term, even a non terminating one, as the supremum of the interpretations
of suitable normal forms, called the approximants of the term, in an appropriate
extended language. Approximation Theorems are very useful in proving, for
instance, Computational Adequacy of models with respect to operational semantics,
see e.g. Barendregt [1984], Honsell and Ronchi Della Rocca [1992]. There are
other possible methods of showing computational adequacy, both semantical
and syntactical, e.g. Hyland [1975/76], Wadsworth [1976], Honsell and Ronchi



112 CHAPTER 18. MODELS 16.10.2006:1052

Della  Rocca [1992], Abramsky and Ong [1993], but the method based on
Approximation Theorems is usually the most straightforward. However, proving
an Approximation Theorem for a given model theory is usually rather difficult.
Most of the proofs in the literature are based on the technique of indezred
reduction, see Wadsworth [1976], Abramsky and Ong [1993], Honsell and Ronchi
Della Rocca [1992]. However, when the model in question is a filter model,
by applying duality, the Approximation Theorem can be rephrased as follows:
the types of a given term are all and only the types of its approximants.
This change in perspective opens the way to proving Approximation Theorems
using the syntactical machinery of proof theory, such as logical predicates and
computability techniques.

The aim of the present section is to show in a uniform way that all the type
assignment systems which induce filter models isomorphic to the models in
Scott [1972], Park [1976], Coppo et al. [1987], Honsell and Ronchi Della Rocca
[1992], Dezani-Ciancaglini et al. [2005], Barendregt et al. [1983], Abramsky and
Ong [1993] satisfy the Approximation Theorem. To this end following Dezani-
Ciancaglini et al. [2001] we use a technique which can be constructed as a
version of stable sets over a Kripke applicative structure. Comment: Add
relations with Ronchi Della Rocca and Paolini [2004].

For almost all the type theories of Figure 15.2 which induce A-models we
introduce appropriate notions of approrimants which agree with the A-theories
of different models and therefore also with the type theories describing these
models. Then we will prove that all types of an approximant of a given term
(with respect to the appropriate notion of approximants) are also types of the
given term. Finally we show the converse, namely that the types which can
be assigned to a term can also be assigned to at least one approximant of that
term. Hence a type can be derived for a term if and only if it can be derived for
an approximant of that term. We end this section showing some applications
of the Approximation Theorem.

Approximate normal forms

In this section we consider two extensions of A-calculus both obtained by adding
one constant. The first one is the well known language A1, see Barendregt
[1984]. The other extension is obtained by adding ® and it is discussed in Honsell
and Ronchi Della Rocca [1992].

18.3.1. DEFINITION. (i) The set AL of ALl-terms is obtained by adding the
constant L to the formation rules of terms.

(ii) The set A® of A\®-terms is obtained by adding the constant ® to the
formation rules of terms.

We consider two mappings (X and H) from A-terms to AL-terms and one
mapping ([J) from A-terms to A®-terms. These mappings differ in the translation
of B-redexes. Clearly the values of these mappings are (-irreducible terms,
i.e. normal forms for an extended language. As usual we call such a term an
approzimate normal form or abbreviated an anf.
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18.3.2. DEFINITION. The mappings X : A—AL,H : A—AL [ : A—Ad are
inductively defined as follows.

fOZyM) = Ayt (M)t (Mp);
NAZ.(Ay.R)NM) = L1;
BOAZ.(A\y.R)NM) = MZ.L;
OOAZ.(A\y.R)NM) = AZOL(\y.R)ED(N)D(M,)...H0(M,,),

where 1€ {X,H,}, M = M, ... M,, and m > 0.

The mapping X is related to the Bohm-tree of untyped lambda terms, whereas
B to the Lévy-Longo trees, see van Bakel et al. [2002], where these trees are
related to intersection types.

In order to give the appropriate Approximation Theorem we will use the
mapping X for the type assignment systems A%C-Ptt, )\STDZ, /\RHM, )\EQD the
ﬁQ , and the mapping [J for the
type assignment systems )\g?rrk, )\ETR. Each one of the above mappings associates
a set of approximants to each A-term in the standard way.

Comment: the order here is that one of the figure but for AO, Park, HR
which are at the end, since this corresponds to the 3 mappings, would it be
better to change?

mapping H for the type assignment system A

18.3.3. DEFINITION. Let S € {Scott, CDZ, DHM, BCD, AO, Park, HR}.
The set As(M) of S-approximants of M is defined by

As(M)={P|3M'. M —g M and P = (M)},

where
T = K, for §e{Scott, CDZ,DHM, BCD},
T = B, for Se{AO},
T = [, for Se{Park,HR} m

We extend the typing to AL-terms and to A®-terms by adding two different
axioms for ¢ and nothing for L.

18.3.4. DEFINITION. (i) Let S € {Scott, CDZ, DHM, BCD, AO}. We extend the
definition of type assignment I' l—‘gT M : A to Al-terms by letting M, N in
Definition 15.2.2 range over A_L.
(ii) We extend the type assignment A
(Ax-®-Park) T I—E?“rrk D w.
(iii) We extend the type assignment )\25 to A®-terms by adding the axiom
(Ax-®-HR) THIR®:p. m

Park

AT to A®-terms by adding the axiom

It is easy to verify that the appropriate generalization of the Inversion Theorems
(Theorems 16.1.1 and 16.1.10) holds also for these two extensions of the type
assignment system. Therefore we do not introduce different notations for these
extended type assignment systems and we will freely refer to the Inversion
Theorems extended with the following proposition.
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18.3.5. PROPOSITION. (i) Let S € {Scott, CDZ, DHM, BCD, AO}. Then
IS 1:A4 & A=sT.

(ii) THEA™ @1 A & w <park A.
(i) TFER @: A4 & o <pr 4. m

18.3.6. LEMMA. Let S € {Scott, CDZ, DHM, BCD, AO, Park, HR}.
(i) Mi g My & THS. (M) : A = TS, 1(Ms) : A
(ii) If P,P'€ As(M), T +3. P: A and T +5; P': B, then

IP" e As(M)T -3+ P": AN B.

PRrROOF. (i). For S € {Scott, CDZ, DHM, BCD, AO} the proof follows by induction
on the structure of the term dividing by cases (head normal form or not head
normal form) and using Inversion Theorems.

For § € {Park, HR} it sufficies to consider the case M; = (Az.M)N and M, =
M|z := NJ]. Notice that LI(M [z := NJ) is [J(M) where the occurrences of x
have been replaced by ®LI(N) if they are functional and N is an abstraction,
and by [J(N) otherwise. More formally, if we define the mapping [J: A — A®
by

S0 = OL(M) if M = Xe. M’
| @(M)  otherwise

and the mapping { } : A — A by

{z}y = z
Mo} if My =
{M M}y = uiMzly oA .x
{My};{M>}? otherwise
DeMyE = e {M)2.

then [J(M;My) = [I(M7)E(Ms) and one can check, by induction on M, that
(Ml := NJ) = L({M}2) [z := E(N)][y := E(N)] for y fresh.

We may assume A#gT. Then from I I—fﬁ O (Az.LI(M))E(N) = A we get
IS0 @Az (M) : C — A, T+ E(N) : C for some C, by Theorem 16.1.10(ii).
By Lemma 15.1.16 we have C' — A#3T, hence again by Theorem 16.1.10(ii)
[+ @:B—C— A TH Azx.I(M) : B, for some B.

ForS:ParkwegetwSparkB—>C—>AfromFl—1;?rrk<I>:B—>C’—>A
by Proposition 18.3.5(ii). This implies B <pak w, C <pak w, and w <pux A4,
since w =7 w — w, the type structure Park is B-sound by Theorem 16.1.8(ii),
(C—A) #£s T and A #5 T. We obtain by rule (<) I FE3™ A\z.[J(M) : w and
r l—g%rk [(N) : w. We get I', z:w FEA [)(M) : w (by Theorem 16.1.10(ii)) and
r }—E'f}rk PLI(N) : w since w =7 w — w. Now L({M}y) is equal to LJ(M) with
some occurrences of x replaced by the fresh variable y. Hence I', y:w, z:w }—Eirk
H({M};):w. So we conclude I' =E4™ LI({M}1)[z := [I(N)][y := I(N)] : A by
rules (cut) and (<).
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ForS:HRwegetcp§HRB—>C’—>Afr0mFI—§5<I>:B—>C’—>A
by Theorem 18.3.5. This implies either (B <ugr ¢ and ¢ <pgr C — A) or
(B <pr w and w <gr C — A) since ¢ =gr (¢ — )N (v — w) and HR
is B-sound by Theorem 16.1.8(ii), C—A #pr T and A #pr T (notice that
©N'w = w). Similarly in the first case from ¢ <gr C — A we get either
C <pr ¢ and ¢ <gr A or C <pr w and w <gpr A. In the second case from
w<gr C — A we get C' <pr @ and w <yggr A since w =gr ¥ — Ww.

To sum up, using rule (<) we have the following alternative cases.

o TFER Az.[I(M) : @, T FAR LI(N) : ¢, and ¢ <ur 4;

o PR Az LI(M) : o, THER LI(N) : w, and w <ugr 4;

o I—ETR AeLO(M) :w, T }—25 L(N) @ ¢, and w <pr A.
Therefore we get alternatively:

o I z:p FER[I(M) : ¢, and I FER OLI(N) : ;

e ' z:w FEB (M) : w, and T’ I—E$ OLIN) : w;

o I a:p FER (M) : w, and T FER OLI(N) : ¢,
so we can conclude as in the previous case.

(ii). By hypotheses there are My, Mj such that M —g My, M — 5 M, and
P = {(M;), P' = {(M3). By the Church-Rosser property of —g we can find M3
such that M; —g M3 and My —g M3. By (i) we can choose P” = {(M3). m
Approximation Theorem - Part 1
It is useful to introduce the following definition.
18.3.7. DEFINITION. Let S € {Scott, CDZ, DHM, BCD, AO, Park, HR}. Write

[A]f = {M |3IPe As(M). T 5, P: A}.

By definition we get that M € [A]§ and N —g M imply N € [A]§. Moreover
[ &I implies [A)S C [A]g for all types A€ T,

In this subsection we prove that, if M € [A]2, then there exists a derivation
of [HS. M : A

18.3.8. PROPOSITION. Let S € {Scott, CDZ, DHM, BCD, AO, Park, HR}.
Me[Af =TF: M: A
PrOOF. By Corollary 16.2.14(ii) it is sufficient to show
IS, PrA=TH M: A (18.2)
where P = (M) and =X for S € {Scott, CDZ, DHM, BCD},

T=H forS=AO,
T=0 for S e {Park, HR}.
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For S € {Scott, CDZ, DHM, BCD, AO} from I' 2 P : A we get T HZ M : A
by Proposition 18.3.5(i) and the definition of the mappings X and H.
For § € {Park, HR} we prove (18.2) by induction on M, assuming A#gT.

Case M = z is trivial.

Case M = \x.M’, then P = \x.P" where P’ = [J(M"). By Theorem 16.1.1(iii)
from T’ I—gT P: A weget I'x:B; l—gT P': Cjand ;¢ ;(B; — Cj) <s A for
some I, B;, C;. We get by induction I', x:B; }—gr M' : C; and so we conclude
r }—gT M : A using rules (—I), (NI) and (<s).

Case M = MM where Mj is not an abstraction. Then P = P; P, where
P, = (M) and P, = [J(Ms). By Theorem 16.1.10(ii) from T’ I—gT P: A we
get D20 P2 B — A, T +2, P, : B for some B. By induction this implies
P2 My:B— Aand T'H2 Ms @ B, hence I'=20 M = MM, : A.

Case M = MMy where M; is an abstraction. Then P = &P P, where
P, = (M) and P, = [(My). As in the proof of Lemma 18.3.6(i) from
Fl—gT P:A,WhelreA;tés—l—,Wegetf‘l—gT <I>:B—>C’—>A,1“|—gT P : B,
L' FI. Py : C for some B,C. By induction this implies I' 7 M; : B and
L2 My : C.

For § = Park, as in the proof of Lemma 18.3.6(i), we get T I—gark M w
and T’ I—gark My : w. We can conclude I I—gT M : A using rules (<pax) and
(—E) since w =pyx w — w.

For § = HR as in the proof of Lemma 18.3.6(i) we have the following
alternative cases.

° FI—ETRMl :cp,Fl—E?Mgzgp, and ¢ <pgr 4;

o DHIR M : o, THER My : w, and w <pgr A4;

° FFE$M1 :w,FFETRMg:cp, and w <ygr A.
It is easy to verify that in all cases we can derive I I—gT M : A from (I) and
(p—w) using rules (<ggr) and (—E). m
Approximation Theorem - Part 2

In order to prove the converse of Proposition 18.3.8 we will use a Kripke-like
version of stable sets Mitchell [1996]. First we need a technical result.

18.3.9. LEMMA. Let S € {Scott, CDZ, DHM, AO, BCD, Park, HR}. IfI” =T, - :
B, z ¢ FV(M), and A#gT for S = AO, then Mz € [A]$, implies M € [B —
A8,

PROOF. Let P e As(Mz) and T’ I—ZT P : A. We show by cases on P and M
that there is P € Ag(M) such that T' I—gT P:B— A.

There are two possibilities.
o Mz—»g M'zand P = {(M'z);

o Mz—g (Me. M)z —g M'[x:=z] and Pe As(M'[z := z]).
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In the first case again there are two possibilities.
o M'=yM,...M,,, m>0;
o M'=(A\y.Mo)M; ... My, m>D0.
In total there are 4 cases:
e P=P'zand PPe As(M);
e P =1 and S € {Scott, CDZ,DHM, BCD, AO};
e P=®P'z P'e As(M) and S € {Park, HR};
o M —g Ax.M' and P e As(M'[x := z]).

Case P = P'z where P'€ As(M), then we can choose P = P’. This is
clear if A =g T because then S # AO, hence we have (T—n). Now let A#gT.
Then by Theorem 16.1.10(ii) from I” l—gT P: A we get TV I—gT P C — A,
I l_%—T z : C for some C. B <g C by Theorem 16.1.10(i) and we conclude using
(<) and (strenghtening) T’ I—gT P :B— A

Case P = L is trivial for S € {Scott, CDZ, DHM, BCD} because of (T—n)
and impossible for S = AO by Proposition 18.3.5(i).

Case P = ®P'z where P’ € As(M) and S € {Park, HR}, then we show that
we can choose P = P’. Again let A#gT. Then from I” I—gT P : A we get by
Theorem 16.1.10(ii) and (i) T” I—ZT ®:C—-D— AT I—gT rP.C, 1T l—gT Z:
D for some C,D with B <g D. For § = Park using Proposition 18.3.5(ii)
as in the proof of Lemma 18.3.6(i), we get C' <puyx w, D <par w, and
w <pak A (remember that w =pyk w—w). Similarly for § = HR, using
Proposition 18.3.5(iii), we get either C' <gr ¢, D <pr ¢, and ¢ <puk A or
C <gr ¢, D <pr w, and w <gr A or C <pyk w, D <gr ¢, and w <pyyx A
(remember that ¢ =gr (p—p)N" (w—w) and w =pr p—w). In all cases we
can conclude C' < D — A < B — A and therefore by (<) and (strenghtening)
r+2. P':B— A

Case M —g Ax.M' and P € As(M'[z := z]).If { =X and P = L, then we
choose P = P. Else we choose P = Az.P. m

The following crucial definition is somewhat involved. It amounts essentially to
the definition of the natural set-theoretic semantics of intersection types over a
suitable Kripke applicative structure, where bases play the role of worlds.! In
order to keep the treatment elementary we don’t develop the full theory of the
natural semantics of intersection types in Kripke applicative structures. The
definition below is rather long, since we have different cases for the type w and
for arrow types according to the different type theories under consideration.

! As already observed in Berline [2000]) we cannot use here stable sets as we will do in
section 19.2 since we need to take into account also the S-bases, not only the A-terms and
their types.
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18.3.10. DEFINITION (Kripke type interpretation).
Let S € {Scott, CDZ, DHM, BCD, AO, Park, HR}. Define

[a]f = [off for o€ Ao U{T, 0}
[Wlg = {M|VYN.MN e[} for S € {Scott, DHM};
W] = {M|VI'®TVNe[gS . MN e W) for S € {CDZ, HR}
IR =
[A=B]f = {M|VI'RTVNec[A]S, . MNe[B]S}, ifS#AO or B#,0T;
[[AHB]]II}O = [AHB]?Oa it B=x0T;
[AnTBIE = [AIf n[BIF.

If in clause four the condition S # AO or B#,o T or alternatively the whole
clause five is dropped, then Lemma 18.3.12(ii) would not hold for S = AO.
It is easy to verify that:

18.3.11. PROPOSITION. (i) M € [A]§ and N —g M imply N € [A]3.
(i) T @I implies [A]S C [A]S for all types A€ TS,

The Lemmas 18.3.12, 18.3.15 and the final theorem are standard.

18.3.12. LEMMA. Let S € {Scott, CDZ, DHM, BCD, AO, Park, HR}. Then
(i) oM € [A]S = =M € [A]g;
(it) [A]f € [A]f.

PROOF. (i) and (ii) can be simultaneously proved by induction on A. We
consider only some interesting cases.
(i) Case A=w and S = CDZ. Let I"® I" and N € [¢]P%.

Clearly P € Acpy, (iUM), Q c Acpy, (N) = PC} € Acpz, (xMN) Hence

aM e[w]fP% = zMN e [W]SPZ by rules (<cpz) and (—E)
since w =cpz ¢ — w,
= zMe[w]fP% by Definition 18.3.10.

Case A=B — C. Let I'2 T and S # AO or C#,0T and let N € [B]g,.
[B]g C [B]2 by induction on (ii). Hence

aM e A = ZMN € [C12 by rule (—E),
= zMN e [C18 by induction on (i),
= zMe[B— C]¢ by Definition 18.3.10.
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(ii) Case A = B—C and S # AO or C#,0T. Let I" =T, z: B with z fresh,
and suppose M € [B — C]g; as z € [[B]]‘RZ:B by induction on (i), we have

Me[B — C[g and z € [[B}]EZ:B = Mz€[C]¢ by Definition 18.3.10,
= Mz€[O]g by induction on (ii),
= M¢c[B—C]f by Lemma 18.3.9.

Case A = BNC. This follows from induction hypothesis and from [B N C]$ =
[B]g N [C]$ by Lemma 18.3.6(ii). m

The following lemma essentially states that the Kripke type interpretations
agree with the corresponding type theories.

18.3.13. LEMMA. (i) Let S € {CDZ,DHM}. Then

MelAR, & Ne[w]f = M[z:=N]e[A].

I zw

(ii) Let S € {Scott, CDZ, DHM, BCD, AO, Park, HR}. Then
VA, BeTS[A<s B = [A]E C [B]g].

PROOF. (i) We may assume A#gT. For S = CDZ if M € [A]lg]za there is
P e Acpz(M) such that T', z:w I—STDZ P : A. The proof is by induction on P.

Case P = 1. Trivial.

Case P = Az.P'. Then M —g Az.M' and P' € Acpz(M’). From T, z:w HSP%
P : A weget I ziw,x:B; I—CDZ P': Cj and (), ¢ ;(Bi—C;) <cpz A for some
I and B;, C; € TPZ by Theorem 16.1.1(iii). By induction for each i € I there
is a P;€ Acpz(M'|z := NJ) such that I, z:B; I—STDZ P;: C;. Let P, = 1(M;),
where M'[z := N| —g M; and let M" be a common reduct of the M; and
P" = {(M"). Then P"c Acpz(M'[z := N]) and T,2:B; FP% P" . C,
for all i€ 1, by lemma 18.3.6(i). Clearly Az.P” € Acpz(M|z := N]) and by
construction I' I—CDZ Az.P" A

Case P = a;P then M —g oM and PGACDZ( ) From I, z:w I—CDZ P:A
we get I, ziw }—CDZ z:B— Aand T, zw I—CDZ P : B by Theorem 16.1.1()(11)

and Lemma 15.1.16. By induction there are P € ACDZ(M[Z := NJ]) such that

I—CDZ P': B. If & # z we are done since P’ € Acpz(M[z := N]) and we
can derlve r I—STDZ 2P : A using (—E). Otherwise I, z:w I—gTDZ 2: B — A
implies w <cpy B — A by Theorem 16.1.10(1). Being CDZ B-sound by
Theorem 16.1.8(ii) from w =cpyz @ — w we obtain B <cpz ¢ and w <cpz A
by Lemma 15.1.16. So we get I’ }—CDZ P 3 ie. M[z = N] € [¢]EPZ.
By Definition 18.3.10 N € [w]&P? and Mz = N]e[p]SP% imply M[z :=
N] € [w]EPZ. Since w <cpz A we get M[z := N| € [A]&P2.

The proof for S = DHM is similar but easier than that for S = CDZ. In
the case P = zP it follows from Definition 18.3.10 that N € [w]R™ implies
Mz := N] € [ARIM,

(i) We treat the cases related to A—=B<T—T in AO, (w—¢)=¢, w=(p—w)
in CDZ, (p—¢) N (w—w)=¢ in HR, and (w—w)=w in Park.



120 CHAPTER 18. MODELS 16.10.2006:1052

Proof of [A—B[fC C [T—T]RO. If B=x0 T, then
[A—BJR° = [A-BJRC C [T-TJRC = [T-T]RO.

If on the other hand B #x0 T, then M € [A—B]£C. Write IV =T, 2:A. Then
z € [AJA° by Lemma 18.3.12(i), hence z € [A]A°. So Mz € [B]a° C [BJa° by
Lemma 18.3.12(ii), and therefore by Lemma 18.3.9 we have M €[A—B]2° C
[T—)T]AO [[T—)T]]AO

Proof of [w—¢]SPZ C [¢]SP%. We have

[w—¢]SP% C w—p]SP%, by Lemma 18.3.12(ii),
= [plFP%, since w—y =cpz ¥,
= [¢]EP?, by Definition 18.3.10.

Proof of [p]&P% C [w—¢]SPZ. Suppose "2 T, M € [¢]P% and N € [w]SP?
in order to show MN € [¢]SP%. By Definition 18.3.10 [p]&P% = [p]SP2. If
M € [p]SPZ, then there is P € Acpz(M) such that T' I—gTDZ P : p. We will show
MN € [p]<P?% by cases of P

Case P = L. By Proposition 18.3.5(i) one has ¢ =cpz T, and this contradicts
Proposition 15.1.20. So this case is impossible.

Case P = A\z.P'. Then M —g A\z.M’' and P’ € Acpz(M'). From I' I—gTDZ
Py weget! zw I—gTDZ P’ : ¢ by Theorem 16.1.10(iii), since ¢ =cpz w—p.
This implies M’ e [ga]lglzi We may assume that z ¢ dom(I). Then also

M'e [go]gPZZw Therefore
MN —5 (\e.M')N
—g M'[z:=N]
S| by (i),
= el
Case P = zP. Notice that T I—gTDZ P : ¢ implies I' I—STDZ P w—p,
since ¢ =cpz w—. By Lemma 18.3.12(ii) [w]SP% C [w]SP%, hence there

is P'€ Acpz(N) such that TV I—ETDZ P w. We get IV I—gTDZ PP : p. As
PP € Acpz(MN) we conclude that MN € [p]SP2.

Proof of [p—w]&P? C [W]SPZ. We have [p—w]SP? C [p—w]SPZ by
Lemma 18.3.12(ii) and [p—w]SP? = [w]$P% as p—w =cpy w, using Definition 18.3.7.

Moreover using Definition 18.3.10 it follows that
[p—w]tP? = {M|VI'2T,VN € [¢]tP% MN € [W]FP?
= {M |VI'"DT,VYN €[p]SP%.MN e [w]P?

N

{M |VI"2 T,VN, N € [p]SP2. MNN e [w]SP?
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From [o—w]&P? C [w]$P% and

[p—w]SP?% C {M | VI'D I,VN, N € [¢]SPZ. M NN e [w]&P?

we can conclude

[p—wIEP? C {M | V'R T, N € [p]PEMN € WIfP?) = WEP%.

Proof of [w]&P? C [p—w]EP?. Again using Definition 18.3.10 one has

Me[w]fP? = VI'RT,¥N,N € [p]SPZMNN e [w]P?
= VI'DT,VN € [p]SPZ.MN ¢ [w]EP?

= M € [p—w]EP2,

Proof of [(p—¢)NT (w—w)[HR C [¢]HR. By Lemma 18.3.12(ii) one has

[(e—)NT (w—w)IFY € [(p—e)N (w—w)]PR

= [elrt

= [elt*

by Definition 18.3.7, (p—¢)N ' (w—w) = ¢ and Definition 18.3.10.
Proof of [ C [(p—¢)N ' (w—w)[{™. Let "D T.

M e [l = M e [plf'"
= 3P € Ayr (M) T FEF P : ¢, by Definition 18.3.7.  (18.3)

N e [el = N e gl
= 3P € Aug(N) I" FE} P’ : ¢, by Definition 18.3.7.  (18.4)

Let P = ®PP' if P is a lambda-abstraction and P = PP’ otherwise.
(18.3) and (18.4) = I'FHR P.y by (Ax-®-HR), (<7 ), (—E)
= MN €[]}, since P € Agr(MN)

= MNe[e]fR
= Me[p— iR

N e [w]BR = N e [w]BR
= 3P € Ayg(N) I" FE} P’ : w, by Definition 18.3.7.  (18.5)

Ne[¢lfF = Nelgt?
= IPcAgr(N) " FIR B 3, by Definition 18.3.7.  (18.6)
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Let P = ®PP'P if P is a lambda-abstraction and P = PP'P otherwise.
(18.3),(18.5) and (18.6) = I'HFHR Py, by (Ax-®-HR), (<7 ), (—E)
= MNNcwHR  since Pe Agr(MNN)
= MN € [w]HER

= Mew —>wﬂltIR.

Proof of [w—w]kerk C [w]Fak, Let M € [w—w]E** and T" =T, 2 : w, where
z ¢ FV(M).

z€[w ]?zailf} A [[W]]?;i}f}
Mz e [[ ]]Park
Mz e [ ]Park

M € [w ]Park7 by Lemma 18.3.9 and (w — w) <pax w,
Me [[wﬂlgark.

A

Proof of [w]Ea™* C [w—w]F@k. Let I'® T'. Then we have

Me [[w]]Park = Mc [ ]Park
= 3P € Apa(M) T F2¥% P 2w, by Definition 18.3.7.  (18.7)

NE[[ HPark = NE[ ]Park
= 3P’ € Apa(N) I" FEA™ P’ : w, by Definition 18.3.7.  (18.8)

Let P = ®PP'if P is a lambda-abstraction and P = PP’ otherwise.
(18.7) and (18.8) = I'FFak Py, by (Ax-®), (<park), (—E)
= MN € [w]kk since P € Apa (MN)
= MN € [w]p*

S Mefw— w2 m

18.3.14. DEFINITION (Semantic Satisfiability). Let p be a mapping from term
variables to terms and write [M], = M[Z := p(Z)], where & = FV(M).
i) S;p,TEM:A < [M],c[A]r.
(ii) S,p,I'"ET & S,pI"Exz:B, forall (x:B) €T}
(iii) IFrESM:A & SpT'ET = SpT'EM: A, forall p,T.

In line with the previous remarks, the following result can be constructed
also as the soundness of the natural semantics of intersection types over a
particular Kripke applicative structure, where bases play the role of worlds.

18.3.15. LEMMA. Let S € {Scott, CDZ, DHM, BCD, AO, Park, HR}. Then
THr M:A = TESM: A
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PROOF. The proof is by induction on the derivation of I' l—gT M : A.

Cases (Ax), (Ax-T). Immediate.

Cases (—E), (NI). By induction.

Case (<). By Lemma 18.3.13(ii).

Case (—1I). Suppose M = \y.R, A=B—C and 'y : B }—‘gT R:C.

Subcase S # AO or C#,5T. Suppose S,p,I” = T in order to show
[\y.R], € [B—C]g,. Let "2 IV and T € [ B]g,. Then by the induction hypothesis
[R] o=t € [C]2,. We may assume y ¢ p(z) for all z € dom(T"). Then by Proposition 18.3.11
[Ny.R],T —p [R]py:=7) and hence [A\y.R],T € [CT&.. So [M\y.R], € [B—CTg.

Subcase § = AO and C' =50 T. The result follows easily observing that
Az.L € Aro([My-R],) for all p and we can derive F29 Az.L : B—C using
(Ax-T), (=) and (<a0). We conclude [M], € [A]¢ which implies [M], € [A]$
by Definition 18.3.10. m

Now we can prove the converse of Proposition 18.3.8.
18.3.16. PROPOSITION. Let S € {Scott, CDZ, DHM, BCD, AO, Park, HR}. Then
IS M: A= Me[Af.

PROOF. Let po(z) = 2. By Lemma 18.3.12(i) S, po,I' =T. Then I' F2. M : A
implies M = [M],, € [A]§ by Lemma 18.3.15. So we conclude M € [A]Z by
Lemma 18.3.12(ii). m

18.3.17. THEOREM (Approximation Theorem). LetS € {Scott, CDZ, DHM, BCD, AO, Park, HR}.
Then
IHr M:A & 3PeAs(M)T S P A

PrOOF. By Propositions 18.3.8 and 18.3.16. m

18.3.18. COROLLARY. Let S € {Scott, CDZ,DHM, BCD, AO, Park, HR}. Let M
be an untyped lambda term . Then

[[]W]]fs ={A|T, I—gr P : A for some P As(M) and some I' = p}.

PrOOF. By Theorem 18.2.8 and the Approximation
Theorem. m

Another way of writing this is

]:S ]:S
R4 A O I V.
PeAs(M)

= U {A|T I—‘gT P : A for some I' = p}.
PecAs(M)

This gives the motivation for the name ‘Approximation Theorem’. Theorem
18.3.17 was first proved for S = BCD in Barendregt et al. [1983], for & = Scott
in Ronchi Della Rocca [1988], for S = CDZ in Coppo et al. [1987], for S = AO
in Abramsky and Ong [1993], for S = Park and S = HR in Honsell and Ronchi
Della Rocca [1992].
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Some applications of the Approximation Theorem

As discussed in Section 18.2 type theories give rise in a natural way to filter
A-models. Properties of F° with S € {Scott, CDZ, AO, BCD, Park, HR} can be
easily derived using Theorem 18.3.17. For instance, one can check the following.

e The models F5cott FCPZ FDHM TBCD qr6 sensible (see Barendregt [1984]).
e The top element in FA© is the interpretation of the terms of order co.

e The model FP'* characterizes the terms reducible to closed terms.

e The model FHR characterizes the terms reducible to Al-terms.

The rest of this section is devoted to the proof of these properties. Other uses of
the Approximation Theorem can be found in the corresponding relevant papers,
i.e. Barendregt et al. [1983], Coppo et al. [1987], Ronchi Della Rocca [1988],
Abramsky and Ong [1993], Honsell and Ronchi Della Rocca [1992].

18.3.19. THEOREM. The models F° with S € {Scott, CDZ, DHM, BCD} are sensible,
i.e. for all unsolvable terms M, N one has

M = [N]Z”.

PrOOF. It follows immediately from Corollary 18.3.18 of the Approximation
Theorem, the fact that L is the only approximant of an unsolvable term for the
mapping X, and Proposition 18.3.5(i). m

Let us recall the definition of term of order oo, see Longo [1983].

18.3.20. DEFINITION. An untyped lambda term M is of order oo iff
vYn3M' .M —»g AT1 ... Az, M.

18.3.21. THEOREM. Let M be an untyped lambda term. Then the following are
equivalent.

(i) M is of order cc.
(ii) I—ﬁ? M : A for all types Ae TAO.

(iii) [[M]]Z:AO = TA9 ¢ FAO for all valuations p.

PROOF. Write -, < for I—Q(T), <a0, respectively. ((i)<(ii)). It is easy to check
by structural induction on types (see Exercise 16.3.1) that

VAe TAOTn e N(T" — T) < A.

So by the Approximation Theorem it suffices to show that if P€ AL is an
approximate normal form we have

FP:(T"—>T) & P=M\xy...\z,.P for some P’
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(<) By axiom (T-universal) and rule (—1I). (=) Assume towards a contradiction
that P = Az1... Az, P’ for m < n and P’ is of the form | or zP. Then by
Theorem 16.1.10(iii)

FP:(T"—=T) = {o1:T,...,2p: T} P (T"™ = T).

But this latter judgment can neither be derived if P’ = 1, by Proposition
18.3.5(i) and Lemma 15.1.17, nor if P’ = 2P, by Theorem 16.1.1(i) and (i) and
Lemma 15.1.17.

((ii)<(iii)). Suppose = M : A for all A. Then by Theorem 18.2.8

fAO - . . o AO
[M], ={A[T+M:Aforsomel |=p}=T",
for all p. This is the top element in FAC. Conversely, if [M ]];E A TAO,

for all p, then take po(x) = 1T. Then I',; = {2:T | & € Var}. Hence

-"-AO _ [[M]]]:AO
po
= {A|I'FM:Aforsomel =pp}, by Theorem 18.2.8,
= {A|FM: A}, since the assumptions z:T are superfluous.

Therefore - M : A for all Ac TAC. m
18.3.22. THEOREM. A term M reduces to a closed term iff I—g'f‘rrk M : w.

PRrROOF. By the Approximation Theorem it suffices to check that if P € A® is
an anf and V is a finite set of term variables:

{zw|zeV} l—ﬁ?rrk P:wiff FV(P) C V.

(<) By an easy induction on P, using that w = w—w.

(=) By induction on P. Lemmas 15.1.16 shows B—w # T.

Case P = \y.P’. By Theorem 16.1.10(iii) and the induction hypothesis for
P

Case P = yP. By Theorem 16.1.10(ii) we have I' }—lm)'f}rk y: B—w,T I—E*%rk P
B. Hence by Theorem 16.1.10(i) one has y € V and w < B-w. By B-soundness
and w = w—w we get B; <w. Thus I’ I—ﬁ*—}rk P; : w and hence FV(P;) C V, by
the induction hypothesis.

Case P = ®P. Similar to the previous case. B

Lastly we work out the characterization of terms reducible to Al-terms.
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18.3.25. LEMMA. Ifpo < A; — ... Ay, — w, then there exists i such that A; = w.

PrOOF. By induction on m.

Casem=1. o= (¢ —¢)N(w—w) <A — w. By B-soundness, the only
possible case is A1 < w. Since w is the least element, we have that A; = w.
Case m > 1. Similar, using induction. m

18.3.26. LEMMA. Let I' such that A = ¢ for all x : A in T, then there is no anf
P such that ' P : w.

PROOF. Suppose there exists P towards a contradiction. By induction on P
using the Inversion Lemmas.
If P=Xz.P',then Tk P:wimplies ',z : ¢ = P’ : w and induction applies.
If P = PyP,...P,, where P, is either a variable z or ®, then

'-FPy:A — ... A, —w (18.9)
and I' - P; : A; for some A;. (18.9) implies ¢ < A} — ... A, — w. By Lemma

18.3.25, there exists i such that A; = w and then I' = P; : w. By induction
hypothesis, this is impossible.

We define Ff; ={z:p | x€ FV(P)}.
18.3.27. COROLLARY. IfTL w{z:w}+ P:w, then z € FV(P).

18.3.28. LEMMA. If Fg FP:p, then P is a M-term.
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PrOOF. By induction on P.

Case P = y. Trivial.

Case P = A\z.P'. By Inversion Theorem 16.1.10(iii), FZ;/ F P : ¢ and
Ff;/ Wz :whk P :w. By induction hypothesis, we have that P’ is a Al-term. It
remains to prove that z € FV(P’). Suppose that z¢ FV(P’). Then we could
remove it from the context and get Fil F P’ : w. But this contradicts Lemma
18.3.26.

Case P = PyP, ... P, where Py = x or Py = ®. By Inversion Theorem 16.1.10
(ii), Ff; FPy: A —...— A, — pand F{; F P;: A; for all i > 0. By Inversion
Theorem 16.1.10(i) for Py = x or Proposition 18.3.5(iii) for Py = @, we get
p <A — ... > A, — ¢. Since w < g and w = ¢ — w, we get that
p—= ... p—-w<A —...—= A, — ¢. By B-soundness, A; < ¢. Hence,
by rules (strengthening) and (<), ng F P, : ¢ for all i > 0. By induction
hypothesis, all P;’s are Al-terms. m

18.3.29. LEMMA. Let P € A® be an anf.
(i) If P is a M-term, then Ff; FP:o.
(ii) If P is a Nl-term and v € FV(P), then Ff; W{r:w}k P:w.

PrROOF. Simultaneously by induction on P.

(i) Case P =y. Trivial.

Case P = \z.P'. If P is a Al-term, so is P’ and z € FV(P’). By induction
hypothesis (i), we have that Ff;/ F P’ : ¢. By induction hypothesis (ii), we have
that Fglw{z:w}l—P’:w. Since p Nw =w and ¢ = (p — ¢) N (w — w) and
by rules (—1),(NI), (<) we get Ff; FP:op.

Case P = P'P”. By induction hypothesis (i), we have that Fgl FPp<
© — ¢ and Ff;" F P” : . By rules (weakening), (<) and (—E), we get that
ILEP:o.

(ii) Case P = zx. Trivial.

Case P = A\z.P’. Since z € FV(P), x € FV(P’). By induction hypothesis
(i), Fil Wiz : w}F P :w Byrules (=), (<) with ¢ - w = w we get
Fiw{x:w}l—P:w.

Case P = P'P"”. We have two subcases:

x € FV(P’). By induction hypothesis (ii), Ff;/ W{r:wFP :w=p—w.
By induction hypothesis (i) Ff;” = P"” : . Hence by (weakening) and (—E)
we conclude Ff; W{r:w}lk P:w.

z€ FV(P"). By induction hypothesis (ii), I‘f;” W{zr:w}k P’ :w By
induction hypothesis (i) I‘gl P : o <w— w. Hence by (weakening) and
(—E) we conclude TP W{z:w}tP:w. m

Finally we prove the following result characterizing Al-terms in a type theoretic
way.

18.3.30. THEOREM. Let M be a lambda term,
then

M reduces to a N\-term < Fgf l-§$ M : .
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PRrROOF. Easy from Theorem 18.3.17 and Lemma 18.3.29(i), observing that if
CI(N) is a Al-term, then NNV is a Al-term too. m

Theorem 18.3.30 was first proved in Honsell and Ronchi Della Rocca [1992] by
purely semantic means.

18.4. Exercises

18.4.1. Check the following equalities:

Dryllt = 1w

[[)\x.y]]ﬁoo = 1(T-T).

where po(y) =1 0 and p1(y) =1 w.
18.4.2. Using the Approximation Theorem shows that
e there is no type deducible for AA in the system FEPV;
o FBYD AA: Aiff A=pcp T;
° I—E?rrk AA A w <pg A.
18.4.3. Using the Approximation Theorem shows that in the system )\ﬁ-cr) the set

of types deducible for AA is stricty included in the set of types deducible
for K(AA).

18.4.4. Using the Approximation Theorem shows that in the system A3%" the
set of types deducible for J and | coincide.

18.4.5. (i) Define K* = YK. This term is called the “ogre”. Find a type for
it in the system ANTAC,
(ii) Is there a type which cannot be derived for the “ogre” in )\ﬁTAO?
[Hint: use (i) and Exercise 15.5.7.]
18.4.6. Prove using the results of Exercise 18.4.5 that [K>], = FAO,

18.4.7. Define t : T({T,p,w})—=T{T, p,w}) inductively:

tla) = «, where a € {T,w};
tle) = &

t(A—-B) = A—t(B);

t(ANB) t(A) Nt(B).

The intersection type theory & is axiomatized by rule (—) and axioms
(—=N), (T),(T =), (wp), (p—w), (w—p), see Fig. 15.1.7, and (&), (&—),

where
#)  A<t(A).
(b—) A—B < t(A)—t(B).

(
T ={z1:41,...,2,:A4,}, then write t(I") = {z1:t(41),...,zn:t(Ap)}.
Show the following.
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The map t is idempotent, i.e. t(t(A4)) = t(A).

A—>t(B) :*t<A)—>t(B).

A <& B= t(A) <& t(B).

THF* M : A= t(T)F* M: t(A).

D,TVE* M : A= T,t(I") % M : t(A).

Viel.T,2:A; % M : B; & ;< (Ai—B;) < C—D =
I,z:C+* M : D.

& is not B-sound. [Hint. p—w <g Q—w.]

F* is a filter A-model. [Hint. Modify Theorem 18.2.24, and
Lemma 18.2.23(vi).]

The step function T ¢ =T w is not representable in F *

Actually, F* is the inverse limit solution of the domain equation D ~
[D—D] taken in the category of &-lattices, whose objects are w-algebraic
lattices D endowed with a finitary additive projection § : D—D and
whose morphisms f : (D, 0)—(D’,d’) are continuous functions such that
dof C fod. See Alessi [1993], Alessi, Barbanera and Dezani-Ciancaglini
[2004] for details.

Comment:



Chapter 19

Applications ..

The type assignment systems introduced in Section 15.2 will be put to use in the
present chapter, where we show how to characterize a number of properties of
A-terms using intersection types. In particular, in Section 19.1 we characterize

the soundness and completeness of the intersection type assignments for several
variants of a natural semantics. In Section 19.2 we shall discuss several normalization
properties. In Section 19.3 we see how to solve domain equations by building
suitable filter structures. Finally in Section 19.5 it will be shown that given

I', A one cannot predict inhabitation, i.e. the existence of an M such that (1).

19.1. Realizability interpretation of types

The natural set-theoretic semantics for type assignment in A_, based on untyped
A-models is given in Scott [1975] where it was shown that

'y M:A=TEFEM:A

Scott asked whether the converse (completeness) holds. In Barendregt et al.
[1983] the notion of semantics was extended to intersection types and completeness
was proved for )\ECD via the corresponding filter model. Completeness for A_,
follows by a conservativity result. In Hindley [1983] an alternative proof of
completeness for A_, was given, using a term model. Variations of the semantics
are presented in Dezani-Ciancaglini et al. [2003].

quasi A-model

Comment: we used ¢ (macro ten) for type environment in Chapter 14
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19.1.2. DEFINITION (Type Interpretation). Let D = (D,-,[]) be a quasi A-
model and let 7 be an intersection type theory over the constants A7. The

type interpretation induced by the type environment ¢ : A7 — P(D) is defined
by:

L [T]? = D;
2. [a]? =¢(a) if aeAT and a # T;
3. [A—BJ? = [A]P—[B]g;
4. [AN B]]? = [[A]]? N [[B]]?,
where X—=Y ={deD |Vec X.d-ecY}. n

The above definition is the extension to intersection-types of the simple
semantics for simple types of Scott [1975], generalized by allowing (D, -) to be
just a quasi A\-terms instead of a A-model.

In order to prove soundness, we have to check that the interpretation preserves
the typability rules. We already know that the interpretation preserves the
typing rules for application and intersection. This is because N is interpreted as
intersection on sets and — is interpreted as the arrow induced by the application
-on D. The following definition is necessary to require that the interpretation
preserves the remaining two typability rules: abstraction and subtyping.

19.1.3. DEFINITION. Let a quasi A-model D = (D, -, [ ] ) and a type environment
¢: AT — P(D) be given.

(i) (D,€) are —-good if for all A, Be T7 for all environments p, terms M
and variables z

[Vd € [Ale. [M]pjo:=a) € [Ble] = [Mo.M], € [Ale—[Ble;

(iii) (D, ¢€) preserve <r iff for all A,BeT7:
A <7 B = [A]: C [B]e.
We now introduce the semantics of type assignment.

19.1.4. DEFINITION (Semantic Satisfiability). Let 7 be a TT .
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(i) Let D= (D,-,[] ) be a quasi A-model. Define

DiplEM:A & [M],c[A
D,p,6 ET & D, p,{E=x: B, forall (:B)el.

(i)

P M:A & DopfED = Dotk M: A, forall
for all D, &, p such that (D, §) are —-good and preserve <r.

Derivability in the type system implies semantic satisfiability, as shown in
the next theorem:.

19.1.5. THEOREM (Soundness). For all 7 one has
TH o M:A = TE M:A

PrROOF. By induction on the derivation of I’ I—gT M : A. Rules (—E), (NI) and
(T-universal) are sound by the definition of type interpretation (Definition 19.1.2).

As to the soundness of rule (—I), assume I', z:A I—%—T M : B in order to
show I' =7 (Az.M) : (A—B). Assuming D, p,¢ =T we have to show

. M7 € [A]f—[B]¢.
Let d e [[A]]?. We are done if we can show
IIM]]Zx:Zd} € [[B]]£D7

because (D, &) are —-good. Now D, p[z: = d], £ =T, z: A, hence [[M]]?[x::d] € [[B]]?,
by the induction hypothesis for I', 2: A I—ZT M : B.
Rule (<) is sound, as we consider only (D, &) that preserve <7. m

Comment: the previous schema was sensible considering more semantics,
now we have only the simple semantics, therefore I put the proof of this proposition
inside that one of the completeness theorem
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Completeness

Now we characterize those theories which are complete.

19.1.7. DEFINITION. Let 7 be a NTT.
(i) Define DT = (FZ,-,[ ]7), with [ ]7 as in Definition 18.1.4(i).
(ii) Let ¢7 : A7 — P(F7) be the type environment defined by
(@) ={XeFT |acX}.

(iii) Let []7 : T7 — P(F7) be the mapping [ ]

The mapping [[]]T . T7 - P(F7) has the property of associating to each
type A the set of filters which contain A (thus preserving the property which
defines ¢7 in the basic case of type constants).

19.1.8. PROPOSITION. Let T be a NTT. Then we have
[A]7 = {XeFT|AecX}.

PrOOF. By induction on A. The only interesting case is when A is an arrow
type. If A= B—C we have

[B—C]* = {XeFT|vve[B]?. X -Ye[C]"} by definition,
= {XeFT|V.BeY =CeX Y} by induction,
= {XeF?|CeX 1B} by monotonicity,

= {XeFT|Ce{C'|3B' e1B.B—C"€X}}, by the definition of
filter application,
= {xeFT|B-CeX}, by (—) and (T —). m

19.1.9. LEMMA. Let T be a NTT. Then (D, ¢ ) are —-good and preserve <.
PRrROOF. For condition (i) of Definition 19.1.3 let X € [A]7 be such that

[[Mﬂp[x::X] € [[BHT

Then, by Proposition 19.1.8, B € [M],(;.—x], hence B € f(X), where we have
put f = Ad.[M]):=q- SinceComment: the reason is that for each filter
structure F, G give a Galois connection, this was stated before but I do not find
it anymore! one has f T F7(G7(f)), it follows that B FZ(G7(f))(X). So
FT(GT(f))(X) € [B]”, by Proposition 19.1.8. We are done since F7 (G (f))(X) =
[Ax.M], - X, by Definition 18.1.4(i).

Lastly notice that as an immediate consequence of the Proposition 19.1.8
we get

A<rBeVvVXecFl|AeX = BeX] e [4]T c[B]?

)

and therefore (D7, ¢7) preserve <;. m
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Finally we can prove the desired completeness result.
19.1.10. THEOREM. (Completeness )
(i) [T M:A = TH M: Al iff T is a NTT.
(ii) Let T be a NTT. Then

M=l M:A & TH: M: A

PRrROOF. (i) (=) It is easy
to verify that all type interpretations validate rule (—) and the axioms (—nN),
and (T). For instance, as regards to axiom (—n), consider the

T-basis I' = {x:(A — B)N (A — C)}. From Definition 19.1.2 we get ' ':Z;T
x : A—(B N C). Hence, by hypothesis, we have I' I—gT x: A—(BNC). Using
Theorem 16.1.10(i) it follows that (A—B)N" (A—C) <7 A—BNC. Therefore
axiom (—N) holds. As to (T —) we have ):gT x: T — T,since [z], -deD for
all D,deD and p: Envp — D. Now by assumption

):gTCL‘ZTHT = iz (T-T)
= =T l—gr x: (T—T)
= T <7 (T-=T), by Theorem 16.1.10(i).

This proves (=).

(<) To show that T' =7 M : A implies T |_§T M : A under the given
conditions we use the quasi A-model (¥7,-,[] ) induced by the lambda structure
(FT,FT,GT). So by Lemma 19.1.9 we have that T' |:gT M : A implies

TA ifax:Ael,
M],. €[A]7, wh =
[ ]]pr [A]", where pr(z) {T T otherwise.

We conclude T’ I—gT M : A using Proposition 19.1.8.
(ii) By Proposition 19.1.5 and (i). m

The strict story

In this subsection 7 is always a proper intersection type theory, with or without
top element. That is 7 is a PTT, c.f. Definition 15.1.9. Filters are strict filters,
so they may be empty, c.f. Definition 15.4.5, and we do not have the axiom
(T-universal) for type assignment. The definitions are very similar to the non-
strict case. At many places one adds an index ‘s’ and everywhere one erases T.
Also the statements are very similar and proofs will be omitted mostly.

We keep Definitions 19.1.1-19.1.4, except that in Definition 19.1.2 we now
define [[a]]gs = &(a) for a € A7 and we omit the clause [[T]]gs =D.

19.1.11. PROPOSITION (Soundness). For all PTT T one has
THIM:A = TELM: A

PROOF. As for Proposition 19.1.5, without the case (T-universal). m
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19.1.13. DEFINITION. Let 7 be a PTT. .
(i) Define D7 = (FZ,-,[ 17*), with [ ]7* as in Definition 18.1.4(ii).

S

(ii) Let €7 : A7 — P(F7T) be the type environment defined by the map
¢7(a) = {x e FT |ac X}.
(iii) Let []7 : T — P(F7) be the mapping [ 7 .
19.1.14. PROPOSITION. Let 7 be a PTT. Then we have
[A]7 = {xeFT | AeX}.
PROOF. Similar to the proof of Proposition 19.1.8. m
19.1.15. LEMMA. Let T be a PTT. Then D7, fz— are —-good and preserve <.
PROOF. Similar to the proof of Lemma 19.1.9. m

19.1.16. THEOREM. (Completeness )
() TEEM:A = TF, M: Al iff T is a PTT.
(ii) LetT be a PTT. Then

FrEIM:A < DH M A

PROOF. (i) Similar to the proof of Theorem 19.1.10.
(ii) By Proposition 19.1.11 and (i). m

19.2. Characterizing syntactic properties

In this section we will see the intersection type systems at work in the characterization
of properties of A-terms. Since types are preserved by reduction, we can
characterize only properties which induce equivalences that are preserved by
reduction. In particular we will consider some normalization properties of \-
terms, i.e. the standard properties of having a head normal form or a normal
form, and of being strongly normalizable.

First we recall some basic definitions.

19.2.1. DEFINITION (Severi [1996]). The set SN is the least set of terms closed
under the following rules.
My eSN,..., M,eSN
xMy ... M, €SN

n>0
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M e SN
Ax.M € SN
M|z := N]M; ... M, € SN N e SN
(AeM)NM; ... M, €SN

n>0

19.2.2. LEMMA. M € SN < M is strongly normalizing.

PROOF. (=) By induction on the generation of SN.

(<) By induction on M it follows that if M is a nf, then M € SN. Now
suppose that M is strongly normalizing. Let ||M||, the norm of M, be the
length of the longest reduction path starting with M. Then by induction on
|| M|| one can show that M € SN. The case ||[M|| =n > 0 is done by induction
on the structure of M, being M, \z.N or ()\ac.P)QM. In the first two cases
the result follows from the induction hypothesis for the structure of M, in the
third case from the induction hypothesis for ||M]|. m

19.2.3. DEFINITION. (i) A term M is persistently head normalizing iff M N has
a head normal form for all terms N.

(ii) A term M is persistently normalizing ift M N has a normal form for all
normalizable terms N.

The notion of persistently normalizing terms has been introduced in Bohm
and Dezani-Ciancaglini [1975]. The following predicates will come in handy in
the sequel.

19.2.4. DEFINITION.
(i) M €eHN < M has a head normal form.

any more and I suggest to erase them, right?

The following inclusions follow immediately by definition, but the inclusion
PN C PHN, see Exercise 19.6.3.

NF C SN C N C HN
PN C N CHN
PN € PHN C HN

The above inclusions are visualized in Figure 19.1.

19.2.5. EXAMPLE. (i) Az.z and A\y.y(Az.zx) are in N and in HN but they
are not in PN nor in PHN.
(ii)) Ay.z€ is in PHN but not in PN.
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HN

e

HN

P N
\
/ .
PN NF
Figure 19.1: Inclusions between sets of A-terms

Stable sets

Comment: moved here: it was after the main theorem
We will use the standard proof technique of type stable sets (Krivine [1990]).
We take as quasi A-model Dy = (A, []), where A is the set of A-terms
modulo B-conversion, i.e. the term model of B-equality, and therefore [M], =

—

{N | N =g M[Z := p(x)] where & = FV (M)}, [M], - [N], = [MN],. Notice
that X—=Y = {M €A |VNeX MNeY}.

19.2.6. DEFINITION. (i) A set X C A is called closed under head expansion of

redexes if
Mz := N|M € X implies (A\e. M)NM € X.

The term N is called the argument of the head expansion.

(ii) A set X € HN is HN- stable if it contains M for all M € A and it
is closed under head expansion of redexes;

(iii) A set X C N is N- stable if it contains 2M for all M € N and it is
closed under head expansion of redexes;

(iv) A set X C SN is SN- stable if it contains xM for all M € SN and it
is closed under head expansion of redexes whose argument is in SN.

From the above definition and Definition 19.2.1 we easily get the following.

19.2.7. PROPOSITION. Let S {HN,N,SN}.
(i) Each'S is S- stable.
(ii) PHN is HN-stable and PN is N-stable.
(iii) If X,Y are S- stable, then X =Y is S- stable.
(iv) If Y is HN- stable, then Z =Y is HN- stable, for 0 # Z C A.
(v) If X,Y areS- stable then X NY s S- stable. m

19.2.8. LEMMA. (i) a. If A# T, then [[A]]Vécp is HN- stable.
b. If A# T, then [A]yyyy ts HN- stable.

(ii) a. If T ¢ A, then [[AIIV]%CD is N- stable.

b. If T ¢ A, then [A]yey, is N- stable.
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(iii) [A]yepy s SN- stable.

Proor. All points follow easily from Proposition 19.2.7. m

13
¢ 3
£ 3 3
13 ¢ 13

19.2.10. DEFINITION (Type environments). (i) The type environment £ = £pep
is defined as follows.

[A]le = HN, if Achy;
[Tle = A

(ii) The type environment & = 4y is defined as follows.

[[A]]g = N, ifAGAOO;
[Tle = A

(iii) The type environment & = {ppy is defined as follows.

[wle = PHN;
[¢le = HN;
[Tle = A

(iv) The type environment & = {qpy is defined as follows.

[wle = PN;
[¢le = N;
[Tle = A

(v) The type environment & = {cpy is defined as follows.

[Ale = SN, if A€Ay.



140 CHAPTER 19. APPLICATIONS  16.10.2006:1032

We shall show that for each type environment s of Definition 19.2.10
(Dp,&7) are T-good and preserve <7. The proof occupies 19.2.12-77.

19.2.12. LEMMA. (i) MeN,NePN = Mz := N]eN.
(i) MeN,NePN = MNeN.
(ili) M e HN,N € PHN = M|z := N]e N.
(iv) M e HN,NePHN = MN e HN.

PROOF. By an easy induction on the (head) normal form of M. m

19.2.13. PropPOSITION. (i) PN = (N—PN).
(ii)) N = (PN—N).
(iii) PHN = (HN—PHN).
(iv) HN = (PHN—HN).

PRrROOF. All cases are immediate except the inclusions N C (PN—N) and HN C
(PHN+—HN). These follow easily from Lemma 19.2.12(ii) and (iv). m

19.2.14. LEMMA. For all &1 of Definition 19.2.10 we have the following.
(i) VN e[Ble,, M[z := N| € [A]¢, implies \x.M € [B — Ae_.
(ii) A <7 B = HA]]ST - [[B]]gT.

Le. for all & of Definition 19.2.10 (Da, &) are —-good and preserve <r.

PrOOF. (i) If either 7 # CDV or 7 = CDV and N €SN one easily shows
that M[z := N]c[A]e, implies (Ax.M)N € [A]¢, by induction on A using
Proposition 19.2.7. The conclusion from the definition of —.

(ii) By induction on the generation of <7, using Proposition 19.2.13. =

I In
I
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In the following result several important syntactic properties of lambda
terms are characterized by typability in some assignment system related to
some intersection type theory. FV(M):w I stands for xj:w, ..., xz,:w F, where
{z1,...,2,} = FV(M).Comment: we used I'’/ in section 18, we need to
choose 1 notation!

19.2.18. THEOREM (Characterization Theorems).

(i) MeN & VTTTILATH, M:A&T¢IA
& drATHPSP M :A&T ¢ T,A
& FV(M):wbrP% Mo

(i) MeHN <« V TT'T303In,meNIH L M:(T"—A)"—A
& drATHBCP M A& A#pep T
& FV(M):whPPM M : o

(iil) MeSN <« VT IrATH, M:A.
& JrATESPY M A

PROOF. (=).

(i) By Corollary 16.2.5(ii) it suffices to consider M in nf. The proof is by
induction on M. The only interesting case is M = aM where M = M; .. .M.
By the induction hypothesis we have I'; = M; = Aj, for some I'j, A; not
containing T and for j < m. This implies: Wj<,,I'jW{z:41— ... —A,,—A} I—gT
xM : A. Therefore V TT' 73T, AT |_§T M : A& T¢T, A and in particular
this holds for 7 = BCD.

For )\ETDZ we show by induction on M that if I' = {z:w | z € FV (M)}, then
'EM:p If M= xM then by the induction hypothesis and weakening we
have I’ I—gTDZ M; :p. As w= ¢ — w in CDZ, this implies I l—gTDZ oM : w.

By rule (<cpz) we conclude T’ I—g?z M : . If M = A\y.N then by the induction
hypothesis we have I',y : w I—gTDZ N : ¢ and this implies ' I—STDZ M :w — .
By rule (<c¢pz) we conclude T’ I—gTDZ M : p.

(ii) Asin the proof of (i), we can consider M in hnf. Let M = Ay ... yn.x M ..

We have z: T —A I—%—T xMi...M,, : A by (—E). By rules (weakening) and
(—I) this implies 2: T"—A FZT M:(T"—=A"—A.
Being A arbitrary we can choose it different from T in A]%QD.

For )\REM by choosing A = w we get from above x:Q0™" — w I—?EM M
(Q" — w)" — w. By rules (<ppm) and (<) this implies z:w F?EM M : ¢ since
w =pHM | — w, w <pHm ¢ and ¢ =pgMm W — @.

(iii) By induction on the structure of strongly normalizing terms following
Definition 19.2.1. We only consider the case M = (Az.R)NM with M =
M ... M, and both Rz := N]M and N are strongly normalizing. By the
induction hypothesis there are T, A,T”, B such that T' FZ R[z := N}M : A and

My,
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I"FI N:B. Weget TWI'FL Rlz:= NJM : Aand TWI’ FZ N : B, so if
n = 0 we are done by Theorem 16.2.4(i). If n > 0 by iterated applications of
Theorem 16.1.1(ii) to T' 2 R[z := N]M : A we have

['H Rle:=N]: B —...~BY—B® T+ M;:BY, (j <n)

and (,c;BY <7 A for some I, B](-i)(j < n),BOeT?. Asin case n = 0
we obtain Tw I’ FZ (Az.R)N : By)—> ...—BY5B®. So we can conclude
LI’ I (Az.R)NM : A.

(«<). Take po(z) = x for x € Var.

(i) Let T’ I—EQD M : A and T¢AT. By soundness (Theorem 19.1.5)
r ):EQD M : A. By Lemmas 19.2.14 and 19.2.8(ii)a one has pg,¢3cp = T,
hence M € [A] 2., © N, again by that Lemma. Let

FV(M):w I—STDZ M : .

By Lemmas 19.2.14 and 19.2.8(ii)b one has po,{cpy = T, hence M € [¢]e, =
N, by Definition 19.2.10(iv).

(ii) Let I’ l—EgD M : A# T. By Lemmas 19.2.14 and 19.2.8(i)a one has
00;hep = T, hence by the same Lemma it follows that M € [[A]]%CD C HN.
Let

FV(M)w FRTM DM - .

By Lemmas 19.2.14 and 19.2.8(i)b one has pg, {ppy = T, hence M € [¢]
HN, by Definition 19.2.10(iii).

(iii) Let T'FEPV M : A. By Lemmas 19.2.14 and 19.2.8(iii) one has pg, £ cpy =
T, hence M € [A] C SN, by the same Lemma. m

Epam

Scpv

19.2.19. REMARK. (i) For a TT" 7 one has
JATTHF M A& T #7 AT A MeHN.

Take for example 7 = Park, then I—E%rk (Ar.xzx)(Az.2) @ W Fpark I, by
Theorem 18.3.22, but this term is unsolvable.

(ii) There are many proofs of Point Theorem 19.2.18(iii) in the literature
Pottinger [1981], Leivant [1986], van Bakel [1992], Krivine [1990], Ghilezan
[1996], Amadio and Curien [1998]. As observed in Venneri [1996] all but Amadio
and Curien [1998] contain some bugs, which in the case of Krivine [1990] can
be easily remedied with a suitable non-standard notion of length of reduction
path.

In Coppo et al. [1987] persistently normalizing normal forms have been given a
similar characterization using the notion of replaceable variable (Coppo et al.
[1987]). Other classes of terms are characterized in Dezani-Ciancaglini et al.
[2005].
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19.3. D, models as filter models

In this section we give some applications of the results of Section 17.2, focusing
on natural type structures and natural lambda-structures.

The first application is concerned with the lambda models D, see Scott
[1972] or Barendregt [1984]. These models are constructed from an initial D
and it is not much of a restriction to consider them to be in ALG, i.e. the
category of w-algebraic lattices and Scott-continuous maps. To begin with,
Corollary 17.2.14(ii)Comment: this is for ALG,, we need more! states that
forall D e NLS

D = FAD)

(isomorphism within the category NLS). For a given lambda model D
obtained from a Dy € ALG we have that Do, € NLS. We can construct directly
(without having to construct first Do) a Soo € NT'S such that

K(Dx) = oo,

obtaining for such D,
Do =2 F5.

The construction of D, does not only depend on the initial Dy, but also on
the projection pair ig, jo which gives the start of the Do, construction:

io . D0—>D1, jo . D1—>D0,

where Dy = [Dyp—Dy]. By making various variations on the theme (D, io,jo)
one obtains the following versions of Dy

Scott Park CDZ DHM HR
pSeott pPark pCDZ [DHM 4 pIR,

each having some specific property. For § € {Scott, Park, CDZ, DHM, HR} 7777

hence we obtain the isomorphisms
S ~ S
D7 = Fe.

The pleasant fact is that S and the triple ¢ = (D, ig,jo) correspond to each
other in a canonical way. For S € {Scott, Park} one has that the model DS, was
constructed first and the natural type structure S came later. For S € {CDZ, DHM, HR}
one first constructed the natural type structure S in order to obtain the model
DS satisfying a certain property.

The second application illustrates the expressiveness and flexibility of intersection
types: following Alessi et al. [2001] we show that the term T = (Az.zz)(\z.2x)
is easy in the sense of Jacopini [1975], as has been shown in various ways,
see e.g. Baeten and Boerboom [1979] or Mitschke’s proof in Barendregt [1984],
Proposition 15.3.9. Given any A-term M, we inductively build natural intersection
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type structures 8™ in such a way that the union of these structures, call it S*,
forces the interpretation of M to coincide with the interpretation of T.

Further applications of intersection types consist of necessary conditions for
filter A-models to be sensible or semi-sensible. We will not consider this issue,
see Zylberajch [1991]. Comment: Berline students?

Let D be an w-algebraic lattice that is reflexive (i.e. there are continuous
maps I : D—[D—D] and G : [D—D|—D with FoG = id|p_,p), see Barendregt
[1984] Definition 5.4.1) and as such an extensional lambda-model (implying
G o F = idp, ibidem Theorem 5.4.4). Then D is clearly a natural lambda
structure (in which only F o G J idjp_p) and G o F' C idp are required). Now
Theorem ??7Comment: where is now this isomorphism result? disappeared?
implies that any such A\-model D is isomorphic to a filter \-model FS, provided
that we have § = (D). In this section we show that in the special case
of D = Dy, one can obtain a concise type theoretic description of (D)
via a suitable natural type structure S,,. Remarkably this type theory Sy
is exactly the natural type structure freely generated by defining A* = k(D)
and, axiomatizing So by postulating on T = T (K(Dy)) the equalities which
arise from encoding the initial embedding-projection pair (i, jj). In this section
we follow Alessi [1991], Alessi, Dezani-Ciancaglini and Honsell [2004].

We fix some notations and recall the standard D, construction.

19.3.1. DEFINITION. (i) Let Dy be an w-algebraic complete lattice and
<i07j0>
be an embedding-projection pair between Dy and [Dg— Dy, i.e.

i[) . D0—>[D0—>D0]
jO . [DoﬂDo]HDO

are Scott continuous maps satisfying

i0ojo & Idip,—p,
j() 9] i() = IdDo-
(ii) Define a tower (ip,j,) : Dn—Dp+1 in the following way:
° Dn+1 = [DnHDn],
o i,(f)=in_10foj, 4 for any f € Dy;
¢ Jn(9) =1 g 0in 1 for any g€ D1,
(iii) For d€1l,, cnD,, write dy, = d(n). The set Dy, is defined by
Deo = {d€Tl,cnDy | ¥neEN. dp €Dy & j(dni1) = dnl,

NOTATION. d,, denotes the projection on D,,, while d" is an element of D,,.

19.3.2. LEMMA. X exists for all X C D..



19.3. Do MODELS AS FILTER MODELS 145

PrOOF. Clearly JX = An € N.d", where d" = U{e, | e€ X}.

19.3.3. DEFINITION. (i) The ordering on D, is given by
dCe & VkeN. dgLC e
(ii) Let (P00, Poom) denote the standard embedding-projection pair from
D, to Do, defined as follows. For any element d"™ € D,,,, d € Do,

Il (m=1(d™))) ifm>n
P (d™) =4 d™ if m=n
in—1(.-. (im(d™))) ifm<n

Do (d™) = (D1 (d™), Do (d™) ..., B (d™), . ..)
Doom(d) = dp = d(m)

19.3.4. DEFINITION. Let

Fy : Ds—[Dooc— D)
Goo : [Dso—Doo]—Dso

be defined as follows

Foo(d) = |_| (q)noo odpi10 q)oon);
neN
Goo(f) = nlle (I)(nJrl)oo((I)oon 0ofoPpx) M

19.3.5. LEMMA. (i) in 0, C Idp,p,]s jn ©in = Idp,, .
(ii) Vp,q € Dy, [int1(p—q) = (in(p)—in(q)) &
Jnt1(in(p)—in(q)) = (p—q)].

(iil) Proo © Poom T Idoo and Pogm © P = Idp,, .
(iv) Ve € K(Dy) in(e) € K(Dnt1)]-
(V) Ve € K(Dp) [m > n = Ppp(e) € K(Dim)].
(vi) Yee K(D )[ x(€) € K(Dx)]-
(vii) If n <k <m and d€ D,, e € Dy, then

Bop(d) Ce & Bpn(d) T Bpm(e) & Broo(d) C Ppoo(e).

(Viii) (I)TYL’IL DTTL_>DTL — q)oo’n/ o (I)TYLOO-
(ix) Ya,b €Dy [(Proo(a)—Ppoo(b)) = Ppoo © (ar—b) 0 Doy ].

Proor. (i) follows by induction on n.
(iv) and (v) and (vi) follow from Lemma 17.4.4(ii) observing that the following

pairs are all Galois connections:
L. (in, jn)
2. (P, Prp) for n <m

3. <(I>n007 q>o<m>
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(viii) follows from a variation of Lemma 17.4.9 (where the Z does not play a
role) observing that (@0, Poopn) is a Galois connection. m

19.3.6. LEMMA. L, ey @0 © Poon = Idp. .

PROOF. Since (@00, Poop) is an embedding-projection pair, we have for all
neN &, 0P, C Idp_, hence for all d € D

neN

On the other hand, for all £ €N, we have

(L e v oo © Poon(d)) (Proo © Pook(d))r  because () is monotone

Do (d) because (Ppoo(z))r = = for all
di,

I

Therefore also

neN

and we are done. B
Next lemma characterizes the compact elements of Do, and [Deg— Do

19.3.7. LEMMA. (i) d€K(Dx) & Fk,e€ K(Dy). Proo(e) = d.
(ii) fe /C([DOOHDOO]) & dk,g€ K(Dk+1)f =Pr0g0o Dy
(111) If f = Ppoo 09 0 Pk with g€ Dk-l—l; then Goo(f) = q>(k+1)oo(g)

PROOF. (i) (=) Let d € K(Dso). Then d = L, ¢ y Proo(dy), by Lemma 19.3.6.
Since d is compact, there exists k € N such that d = ®p.o(dy). Now we prove
that d € (Dy). Let X C Dy be directed. Then

d,CUX = dCo.UX)

=  dCUPpeo(X), since P, is continuous,
= dreX.dL Ppoo(x), for some k since d is compact,
= Poo(d) E Pook © Ppoo()

This proves that dj € K(Dy). (<) It follows from Lemma 19.3.5(vi).
(ii) (=) By Lemma 19.3.6, we have

f= U ®neo(PoonofoPrs)o Poon.
neN

Using similar arguments as in the proof of (i), we have that
o FHEN.S = Do 0 (Pook © f 0 Bpa) © Poo,
o (Pook 0 f o Proo) € K(Dpt1).

Put g = (Pook © f © Ppoo). (<) Easy.
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(iii) Let f = ®poo 0 g © oo With g € Dy 1. Then

Goo(f) = Goo(q)koo ©go (I)ook)
= |E|N <I)(n—|—1)0<>(q>ocm 0 (Phoo © g0 Pook) © Proo)

= U D (r11)00 (Phn © g © Pe), by definition of ®g,,,
neN

= nlglNcb(n+l)oo((1>(k+1)(n+1)(g))v by Lemma 19.3.6,
= Pi1)0(g). W

19.3.8. LEMMA. (i) V2 € Doo.x = U{e € K(Dx) | e C z}.
(ii) K(Doo) is countable.
(ili) Doo € ALG.

PROOF. (i) Let x € Dy and U, = {e€K(Dy) | e C z}. Clearly, U, C z.
Now let f =|JU, in order to show = = f. By definition of sup in D4, we have
that

fn=UV(n,z) where V(n,z) = {e, €D, | e € K(Doo)&e C z}
Since D, is algebraic, we have that
rp, = UW(n,z) where W(n,z) = {deK(D,) | dC z,}
We will prove that W(n,z) C V(n,z). Suppose d € W(n,x). Thend € K(D,,)
and d C x,. Let e = ®,,00(d). Then,

(1) d=Poopn 0 Ppoo(d) = ey
(2) e = Ppoo(d) € K(Doo) by Lemma 19.3.5(vi)
(3) e = Ppoo(d) C Ppoo(zy) C @ by monotonicity of @, and Lemma 19.3.5(iii)

Hence d € V(n,z). Clearly, z,, C f,. Hence = C f.
(ii) By Proposition 17.1.11 one has D,, € ALG for each n. Hence K(D,,) is
countable for each n. But then also (D) is countable, by Lemma 19.3.7(3).
(iti) By (i), (i) and (iii). m

19.3.9. THEOREM. (Scott [1972]) Let Do, be constructed from Dy € ALG and
a projection pair ig,jo. Then Do € ALG and Do, with Fuy, G is reflexive.
Moreover,

Foo OGOO = Id[DOO_,DOO] & Goo oFoo = IdDoo.

It follows that Dy, is an extensional A-model.

PROOF. See Barendregt [1984] Theorem 18.2.16 for the proof that F' and G are
each other’s inverse. Therefore, by Proposition 18.1.10(ii), D« is an extensional
A-model. m

19.3.10. COROLLARY. Let Dy, be constructed from Dy € ALG and a projection
pair i, jo. Then (Deo, Foo, Goo) is in NLS.

PROOF. Immediate from the Theorem. m
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D, as a filter A\-model

Let Do be constructed from the triple t = (Dy,ip,jo). To emphasize the
dependency on t we write Do, = D! . From the previous corollary and applying
various results of Chapter 17 it follows that D% = FK(P %), In this subsection
we associate with ¢ = (Dy, io, jo) a rather simple intersection type structure S
such that St = K(D!,), hence

t ~ SL
Di = Foee.

Later in Proposition 19.3.27 we will prove for S € {Scott, Park, CDZ, DHM, HR}
that
S=S,

and hence DS, = FS = FS,

19.3.11. DEFINITION. (Definition of 8!, and <..) Let t = (Dy, o, jo) be given.

(i) The partial order <y on K(Dy) is defined by
d<pe&sdde d,eeK(Dy);

(il) T =K(Dg) | T | T N Tee.

(iii) Write T for Lp,. Let <. be the lazy type theory on T, i.e. having
the axiom and rules of Definition 15.1.1 plus (—N),(—),(T) and (T —) with
as extra axiom

cNd=4 cld

where L is the lub for the ordering C on K (D)
and the extra rules
c<pd = c<ypd

and
io(e) = (c1—di) U ... U(cp—dy) = €= (c1—d1) N...N (cn—dy),
where ) da €,,C1, dla <oy Cn, dn € IC(DO)
(iv) 8¢, =T>*/ =. So we have S{, e NTS. m
19.3.12. REMARK. The fact that w,(A) € K(D}) for all A€ T follows from
Lemma 17.1.9.
The proof of the next lemma follows easily from Definition 19.3.11.

19.3.13. LEMMA. c1N...N¢p =0 c1 U...Uc,. A

The proof of S, = K(D,) will occupy 19.3.16-19.3.18. First we classify
the types in T according to the maximal number of nested arrow occurrences
they may contain.
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19.3.14. DEFINITION. (i) We define the map rank rk: T—N by:

rk(c) = 0, for c€ IC(Dy);
rth(A—B) = max{rk(A), rk(B)} + 1;
k(AN B) = max{rk(A),rk(B)}.
(i) Let Ty° ={AeT™> |rk(A) <n}. =
Remark that w,(A) € K(D) for all A€ T2 by Lemma 17.1.9.

We can associate to each type in T~ an element in D,,: this will be crucial
for defining the required isomorphism (see Definition 19.3.20).

19.3.15. DEFINITION. We define, for each n € N, a map w,, : Ty°—K(D!) by a
double induction on n and on the construction of types in T>:

wp,(c) = Ppp(c);
wp(ANB) = wy(A)Uw,(B);
wp(A—B) = (wp—1(A)—w,_1(B)). m

19.3.16. LEMMA. Letn < m and A€ T;°. Then ®poo(wm(A)) = Ppoc(wn(4)).
PROOF. We show by induction on the definition of w,, that wy41(A) = i, (wn(A4)).

Then the desired equality follows from the definition of the function ®. The
only interesting case is when A = B — C. We get

Wpt1(B—C) = wyp(B)—w,(C), by definition,
= ip—1(wp—1(B))—in—1(wn—1(C)), by induction,
= ip(wp_1(B)—w,—1(C)), by Lemma 19.3.5(ii),
= ip(wp(B — C)), by Definition 19.3.15. m

The maps w,, reverse the order between types.

19.3.17. LEMMA. Let rk(AN B) < n. Then
A<s B = wyp(B) C wy(A).

PrOOF. The proof is by induction on the definition of <.,. We consider only

two cases.
Case (—). Let A <, B because A = C—D, B = E—F, FE <, C and
D <, F. Then

E<oC&D<F = w,—1(C)Cwy—1(F) & wy—1(F) C wy,_1(D),
by induction

Wn—1(E)—wp—1(F) C wp_1(C)—wy_1(D)
wp(B) T wy(A).

4ol



150 CHAPTER 19. APPLICATIONS 16.10.2006:1032

Case e = (c1—d1) N ... N (cp—dy) as ig(e) = (c1—dy) U ... U (cxr—dy).
We show by induction on n > 1 the following.

wn(e) = (wn_l(cl)'—>’wn_1(d1)) U...ud (wn_l(ck)Hwn_l(dk)).

It trivially holds for n =1, so let n > 1.

wp(e) = in—1(wn-1(e))
= in—1((wn-2(c1)—wp—2(d1)) U... U (wn—2(ck)—wn—2(dy)))
= in-1(wn—2(c1)—wn—2(d1)) U -Uin—l(wn—z(ck)Hwn—ﬂdk))

(In—z(wn—2(61))'—>ln—2(wn—2(dl))) ... U (in—2(wn—2(ck))—in—2(wn—2(dr))
(wn—1(c1)—wn—1(d1)) U... U (wp—1(ck)—wn—1(dg)). B

Also the reverse implication of Lemma 19.3.17 holds.

19.3.18. LEMMA. Let rk(AN B) < n. Then
wp(B) Cwy(A) = A<, B.

PRrROOF. By induction on rk(AN B).
If rk(AN B) =0 we have A=), ¢, B=();c;d;. Then

wn(B) Ewn(A) |—| (I)On( )E |_| (I)On(cz)

jeJ i€l
q)n0< I—l q)(]n( )) E (I)nO( I—l (I)On<cz))

U <<I>noo<1>0n>( d;j)c U ( 0 © Bon) ()
jed iel

|_|dE|_|cl

jed iel
A<, B.

A

Otherwise, let

A

(Ve N ([ (C—Dy)),

i€l lelL

() d)n( () (Bm—Fn)).

he H meM

B

By Proposition 17.1.11 we have

Ci =0 m(ajﬁb dp =0 ﬂ er — fr)s

jEJi ]CGKh

where a;,bj, ey, fr, € K(Dp). Now for all n > 1

w(c;) = jIE_IJi(wn—l(aj)Hwn—l(bj»)a

wn(dy) = (U (wa—1(ex)—wn1(fr))),

ke Ky
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since by Lemma 19.3.17 the function w,, identifies elements in the equivalence
classes of =4. So we get

W kel_lKh wn—l(ek)'_’wn—l(fk)) L <m|E|M wn—l(Em)'_’wn—l(Fm» L
iIEII(j GUJi wn-1(a;)—wn-1(b;)) U ( EUL wn—1(Ch)—wn-1(Dy)).

Hence for each h € H, k € K, we have

(Wn—1(er)—wn—1(fx)) T U (L wp_1(aj)—wn_1(b;)) L
iel jeJ;

(U wn—1(C)—wn—1(Dy)).
€L

Suppose wy—1(fx) # Lp,. Then by Lemma 17.1.10 there exist I’ C I, J/ C .J;,
L' C L such that

L (U wai(a)U (U wee1(C)) T wpi(er),

iel jelJ lelL!
WU waa0) U (U wea(Dr) I wn1(fr)
el jelJ leL!

Notice that all types involved in the two above judgments have ranks strictly
less than rk(A N B):

1. the rank of aj,bj;, e, fr is 0, since they are all constants in K(Dy) and
that

2. the rank of Cj, Dy is stricly smaller than the one of AN B, since they are
subterms of an arrow in A.

Then by induction and by Lemma 19.3.13 we obtain

e <o [V([)a)n )G

i€l jelJ lelL!
k. Zoo m(ﬂ bj)m n D;.
iel jelJ lel’

Therefore we have by (—) and Proposition 15.1.13 A <., ex— f.

If wy—1(fx) = Lp,, then wy,_1(fx) = Pon(fr) since fr € X(Dy). This gives
fr = ©n00P0,(fr) = ®no(Lp,) = Lp, because j,(Lp,.,) = Lp,. Weconclude
since fr = Lp, implies A < e — f.

In a similar way we can prove that A <. FE,,—F,,, for any m € M. Putting
together these results we get A <., B.m

19.3.19. PROPOSITION. (K(DL)), —o0,N, T) is a natural type structure where

a4 —oo b= Goo(ar—b), N is the least upper bound of DY and T is the bottom of
Dt_.
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PROOF. By Theorem 19.4.10 we have that Z., = (D!, Fs,G) is a natural
lambda structure. By Proposition 17.4.29, £(E) = (D%, Zs) is a natural zip
structure, where Z(a,b) = Go(a—b). Using Proposition 17.3.13, we know
that Cmpo £L(Ey) = (K(DL,), =00, N, T) is a natural type structure, where the
AITOW — o 1S given by Z.

We can now prove the isomorphism in N'T'S between (Do) and S
19.3.20. DEFINITION. For A € T write

m([A4]) = Proo(w,(A)),

where r > rk(A).
19.3.21. THEOREM. In NTS one has 8!, = K(D!,) via m.

PRrOOF. First of all notice that m is well defined, in the sense the it does not
depend on either the type chosen in [A] or the rank r. In fact let B, B’ € [A],
and let p > rk(B), p' > rk(B’). Fix any q > p,p’. Then we have

Cpoo(wp(B)) = Pyoo(wy(B)), by Lemma 19.3.16,
= Py (wy(B")), by Lemma 19.3.17,
= Oyo(wy(B')), by Lemma 19.3.16.

Write m(A) for m([A]).

m is injective by Lemma 19.3.18 and monotone by Lemma 19.3.17.
From Lemma 17.1.11(ii) we get immediately

K(Dpt1) = {c1—di U...Uep—dyle;, di € K(Dy)}

it is easily proved by induction on n that w, is surjective on K(D,,), hence m
is surjective by Lemma 19.3.7(i). The function m~! is monotone by Lemma

19.3.18. (?7)
Taking into account that the order <., on K(D!,) is the reversed of C of
D!_ and that we have d— e = G (d—e), we need to show:
A< B—-C & m(A) JGs(m(B)—m(C)) (19.1)

In order to prove (19.1), let r > maz{rk(A), rk(B — C)} (in particular it follows
rk(B), rk(C) <r —1). We have

Goo(M(B)=m(C)) = Goo(@(r-1)00(wr-1(B))=P (- 1)00 (wr-1(C)))
= Goo(P(r-1)00 © (Wr—1(B)—=wr—1(C)) 0 P 1)),
by Lemma 19.3.5(viii),
= Opoo(wr_1(B)—w,—1(C)), by Lemma 19.3.7(iii),
= O,(w(B—C)), by definition of w,.
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Finally we have

A< B—C & w(4)Ju(B—0)
by Lemmas 19.3.17 and 19.3.18,
& Droo(wp(A)) D Dpoo(wn (B — O))
since @, is an embedding
& D (wr(4)) I Goo(m(B)—m(C)),  as above,
< m(A) J Geo(m(B)—m(()).

So we have proved (19.1) and the proof is complete. m
19.3.22. THEOREM. FS% = D! in NLS, via the map
m(X) =Lm(B) | Be X}
satisfying m(TA) = m(A).

PROOF.

Let m: Soo — K(D) be
the isomorphism in NTS. By Proposition 17.3.14 we know that Flt is a functor
from NTS to NLS. Then

Flt(m) : FS — FrD)

is an isomorphism in NLS where Flt(m)(X) = {B | 3A€ X.m(A) C B}.
By Proposition 17.3.15(ii) we have that

0 FMP=) _, Dy,
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is an isomorphism in NLS where ©(X) = UX.

The composition of © and Flt(m) is an isomorpshim from F%< to D
explicitley given by

S o Flt(m)(X) = L{B | 3A€ X.m(A) C B} U {m(A) | Ae X}

Specific models D, as filter models

In this subsection we specialize Theorem 19.3.22 to D!, models constructed
from specific triples ¢ = (Dy, ip, jo), five in total, each satisfying a specific mo-
deltheoretic property. For each of these the corresponding type structure S,
can be described in a relatively simple way. This will be done as follows. Five

choices of the triple ts = (Do, io,]jo) Will be defined, giving
rise to D8 for S € {Scott, Park, CDZ, DHM, HR}. Moreover, we will show that
Sis = 8§, hence

t
ts ~ 785 ~ S
DS =2F = Fe,

by Theorem 19.3.22. We will write
Then the equation becomes

DS = D!$ and S5 = S's.

DS, = FS% = S,

19.3.23. DEFINITION. (i) Remember the following type theoretic axioms.

(Wseort) (T—w) =w

(Wpark) (w—w) =w

(wp) w<e

(p—w)  (p—w) =w

(w—p) (w—p) =0

(1) (=) N (w—w) = ¢

(ii) In Definition 15.1.7 the natural type structures' S € {Scott, Park, CDZ, DHM, HR}
have been defined by specifying its set of constants A and some extra axioms
(besides the axioms (—N), (T) and (T —) and the rule (—)).

S Constants A® | Axioms of S

Scott | {T,w} (wWscott)

Park {T, w} (WParkz)

CDZ | {T,w, ¢} (W), (p—w), (w—p)
HR [ {T,w, ¢} (we), (p—w), (1)
DHM | {T,w, ¢} (W), (w—9), (Wscott)

1To be precise Definition 15.1.7 introduces compatible type theories, but we can view them

as structures exploiting Remark 15.4.7.
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(iii) As usual we write S for T/ =g.

19.3.24. DEFINITION. (i) For S € {Scott, Park, CDZ, DHM, HR} the following
triples (Do, o, jo) are defined. For S € {Scott, Park}, we define Dy as the two
point chain {T C w}. For S€{CDZ,HR,DHM}, we define D§ as the three
point chain {T C ¢ C w}.
(i) We define i§ : D§—[D§—D§] and j§ : [D§—Dg§]—Dg as follows. First
is.
iS(T) = T—T for any S € {Scott, Park, CDZ, DHM, HR}
i‘S( ) = (p—p) U (w—w) if S€{HR}
0l = L wee if S € {CDZ, DHM}
T—w if S € {Scott, DHM}
iS(w) = w—w if § € {Park}
pw if Se{CDZ HR}

Then we define, for all S, and f € [D§— D§]
i5(f) = WaeDg i) E f}.

(iii) Write ts = (Dg,i5,j5). It is easy to prove that (i, j5) is an embedding-
projection pair from D(‘)S to [D(‘)g — D[)S], so we can build Dfo = D!s following
the steps outlined in Definition 19.3.1. m

19.3.25. LEMMA. Let S € {Scott, Park, CDZ,DHM, HR} and ¢y, ... ,cp,d1,. .. ,dy,
el,...,ek,fl,...,kaDOS. Then

(61—>f1) n...N (ek—>fk) =g (Cl—>d1) n...N (Cn—>dn) =
(Cl'—>d1) ...y (Cn'—>dn> = (610—>f1) L...u (6ki—>fk)

PRrooFr. It suffices to prove
(c—d) C (ep—fi)U...U(ex—fr) < (e1—=f1)N...N(ex—fr) <s (c—d).

Now, (e¢—d) E (er—f1)U...U(er—fk) <

< JIC{l,....k} [Uicre; Ce& d T Uierfil, by Lemma 17.1.10,

& JIC{l,....k}[c<sNiere; & Nier fi <s d],

& (ei—=fi)Nn...N(ex—fr) <s (c—d), by (-soundness, (—)
and (—N). m

19.3.26. COROLLARY. The definition of ig is canonical. By this we mean that
we could have given equivalently the following definition.

if(e) = (c1—d1) U...U(ep—dy) & e=s (c1—di)N...0 (cp—dy).
PROOF. Immediate, by the definition of i§, the axioms (T) and (T —), the
special axioms (wscott)s (Wpark ), (p—w), (w—p), (I) respectively, and the previous
Lemma. m
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t
By Theorem 19.3.22 we get FSE o D!s for these five cases, where tg is the
t
triple ts = (Dg,i5,j5). We abbreviate this as FSL DS..

19.3.27. PROPOSITION. For S € {Scott, Park, CDZ, DHM, HR} one has
S Sls.
PROOF. Remember that

5 = T@A)/=s
Sl = D))/ = -

Then T(AS) = T(D§) = T(K(D§)) for all S, since each Dy only contains
compact elements. It remains to show that =., and =g are the same. This
follows from

A <~ B s A <s B.

As to (=), this follows by induction on the generation of <.,. Now S
satisfies the axioms (—N),(T) and is closed under the rule (—), since it is a
natural type structure. It remains to show that the new axioms and rules are
valid in this structure.

As to the axiom ¢ <, d because d C ¢, we have d = T,c = w or d = c.
Then in all cases ¢ <g d, by the axioms (T) and (we).

As to the axiom cNd =« cUd, with ¢,d € K(Dy) = Dy, we have, say, ¢ C d.
Then cUd = d. Again we have d <g c¢. Therefore d <s cNd <g d, and hence
cNd=gd=cld.

Finally, suppose ¢ = (c1—dy) N ... N (¢,—dy), because

io(e) = (Cll—>d1) L...u (Cn'—>dn)

Then e =5 (c1—dy) N ...N (¢,—dy), by Corollary 19.3.26.

As to (<), the axioms and rules (T), (T —),(—N) and (—) hold for S by
definition. Moreover, all axioms extra of S hold in S!S, as follows from the
definitions of i§. m

Now we can obtain the following result

19.3.28. COROLLARY. Let S € {Scott, Park, CDZ, DHM, HR}. Then in the category
NLS we have
FS=DS.

]:Sig, by Proposition 19.3.27,
DS, by Theorem 19.3.22. m

PROOF. F¢

2112

We will end this subsection by telling what is the interest of the various
models DZ. In Barendregt [1984], Theorem 19.2.9, the following result is
proved.
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19.3.29. THEOREM (Hyland and Wadsworth). Let t = (Dy, io,]jo), where Dy is
cpo (or object of ALG) with at least two elements and

io(d) = Xe€Dg.d, fordéeDy,
Jo(f) = f(Lby), for f € [Do—Do].
Then for M,N € A (untyped lambda terms) and C|[] ranging over contexts
D, =M =N < YC[].(C[M] is solvable < C[N] is solvable).

In particular, the local structure of Dt (i.e. {M = N | D!, = M = N}) is
independent of the initial Dy. ®

19.3.30. COROLLARY. Fort as in the theorem one has for closed terms M, N

DiEM=N & VYAcS W[5 N1 A & 3¢ N : A]

PROOF. Let M, N € A%. Then

D! EM=N <« D= )M =N, by Theorem 19.3.29,
&  FS = M =N, by Corollary 19.3.28,
& VAeSHOU[FPN M A o FEPU N ¢ 4]
by Theorem 18.2.8. m

The model ngrk has been introduced to contrast the following result, see
Barendregt [1984], 19.3.6.

19.3.31. THEOREM (Park). Let t be as in 19.3.29. Then for the untyped A-term

Yourry = AMf.(Ax. f(xx)) (M. f(zx))

one has
Dt
[[YCurry]] = YTarski)

where Yrurski 15 the least fixed-point combinator on Déo. [ |

The model DOPOark has been constructed to give Yy a meaning different
from Yrarski-

Park

19.3.32. THEOREM (Park). [[Y(;urry]]Doo 7# Y7urski- B

Now this model can be obtained as a simple filter model DYk =~ FPark apnq
therefore, by Corollory 19.3.28, one has
[[YCurryﬂ

]:Park

7# YTarski-

already said at the beginning of this section The following results are
translations of the results in Theorems 18.3.22, 18.3.30 and 19.2.18.
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19.3.33. PROPOSITION. Let M € A? be a closed lambda term. Then

(i) M has a normal form & [[M]]DSODZ Jo.
(i) M is solvable & [[M]]D°D°HM Jo.
(iii) M reduces to a Al-term & [[M]]DEOR Jo.

Let M € A be an (open) lambda term. Then

Park
DPar

(iv) M reduces to a closed term < [M];

Jw, for all p.

PROOF. (i)-(ii) We explain the situation for (i), the other case being similar.

M hasanf < FP%4M:o, by Theorem 19.2.18(i),

fCDZ

s M7 s, by 18.2.8,
]_‘CDZ .

< [M] 7, by the definition of filters,
DCDZ

& [M]7= OIm(le) =m(p), by Theorem 19.3.22,
DCDZ .

o IM]PE7 2 ®00(p), since @ € D,
DEDZ

& [M]7> Do,

by the identification of Dy as a subset of Dx.
(iii) Similarly, using Theorem 18.3.30.

(iv) Similarly, using Theorem 18.3.22. m

The construction presented here was
first discussed in Coppo et al. [1984]. Other relevant references are Coppo et al.
[1987], which presents the filter A-model induced by the type structure CDZ,
Honsell and Ronchi Della Rocca [1992], where the filter A-models induced by
the type structures Park, HR and other models are considered, and Alessi [1991],
Di Gianantonio and Honsell [1993], Plotkin [1993], where the relation between
applicative structures and type structures is studied.

We do not have a characterization like (i) in the Theorem for D% as it
was shown in Wadsworth [1976] that there is a closed term J without a normal
form such that DS |= | = J.

Other domain equations

Results similar to Theorem 19.3.21 can be given also for other, non-extensio-
nal, inverse limit A-models. These are obtained as solutions of domain equations
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involving different functors. For instance one can solve the equations

D = [D—-D]xA
D = [D— D]+ A
D = [D—,D]xA
D = [D—,D|+A4

for the analysis of models for restricted A-calculi. In all such cases one gets
concise type theoretic descriptions of the A-models obtained as fixed points of
such functors corresponding to suitable choices of the mapping G, see Coppo
et al. [1983]. Solutions of these equations will be discussed below. At least the
following result is worthwhile mentioning in this respect, see Coppo et al. [1984]
for a proof.

19.3.34. PROPOSITION. The filter A-model induced by BCD is isomorphic to
(D, F,Q), where D is the initial solution of the domain equation [D — D] X
P(As) = D, the pair (F,G) set up a Galois connection® and G is the map which
picks always the minimal element in the extensionality classes of all functions. m

Lazy M-calculus

Intersection types are flexible enough to allow for the description of A-models
which are computationally adequate for the lazy operational semantics (Abramsky
and Ong [1993]), i.e. lazy A-models. Following Berline [2000] we define a lazy
A-model as a A-model in which equal terms have the same order.

19.3.35. DEFINITION. The order of an untyped lambda term is
order(M) = sup{n | IN.M —5 Az1...2,.N},

i.e. the upperbound of the number of its initial abstractions modulo 3 conversion.
So order(M) € N U oc.

For example order((Azx.xx)(Az.z2))=0, order(K)=2 and order(YK) = oc.
By 18.2.8(i) we have the following result.

19.3.36. THEOREM. Let S be an ITS. Then F is a lazy A-model iff the following
two conditions hold.
(i) FS is a A-model;
(i) VI, Al l—‘gT M:A<T l—‘gT N : Al = order(M) = order(N),
i.e. M and N have the same order if they have the same types. B
One of the simplest type structures one can think of is AO as defined in
Figure 15.1.7. This gives a lazy A-model, which is discussed in Abramsky and

Ong [1993]. It can be also used for proving the completeness of F-semantics
(see Dezani-Ciancaglini and Margaria [1986]).

19.3.37. THEOREM (Abramsky and Ong [1993]). Let DX be the initial solution
of the domain equation D = [D — D], in ALG. Then Dl =~ FAO g

*FoG JIdpp_p) & GoF C Idp.
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The AN-calculus.

Models of the Al and the AN-calculi are considered in Honsell and Lenisa
[1993], Honsell and Lenisa [1999]. These are A-applicative structures with
interpretations which equate all Gl or SN-redexes to their contracta. So all
filter structures induced by type structures which validate Gl and SN-reduction
are models of the AN-calculus. Like Theorem 19.3.21 one has the following.

19.3.38. THEOREM (Honsell and Lenisa [1999]). Let D' be the inverse limit solutions
of the domain equation [D —, D] = D. Then D\ = F°, where S is a strict
natural type structure, with AS = K(Dy).

Honsell and Lenisa [1999] discusses a filter structure which gives a computationally
adequate model for the perpetual operational semantics and a mathematical
model for the maximal sensible Al-theory.

19.4. Other models

A filter model equating an arbitrary closed term to AA

In Jacopini [1975] it has been proved by an analysis of conversion that the
lambda term AA, where A = \x.xx, is easy, i.e. for any closed lambda term M
the equation AA = M is consistent. This fact was proved by a Church-Rosser
argument by Mitschke, see Mitschke [1976] or Barendregt [1984], Proposition
15.3.9. A model theoretical proof was given by Baeten and Boerboom [1979]
who showed that for any closed M one has

P(w) £ AA = M,

for a particular way of coding pairs on the set of natural numbers w. We will
now present the proof in Alessi et al. [2001] using intersection types. For an
arbitrary closed A-term M we will build a filter model F such that

FM = AA = M.
We first examine which types can be assigned to A and AA.

19.4.1. LEMMA. Let S be a natural type structure that is B3-sound.
(i) F5; A:A—B & A<s A—B.
(i) FS; AA:B & JAeTS. -5, A: A<s (A— B).
(iii) FS: AA: B & JA€T . A<s (A — B).

PRrROOF. (i) (<) Suppose A <gs (A—B). Then

A F}:T z: (A—-B)
x:A }—‘gT rx: B
}—‘gT Ax.zz : (A—B).
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(=) Suppose I—gT A:(A—B). f B=5T,then A<sT =5 (A— B), by
Proposition 16.1.5(ii). Otherwise, by Theorem 16.1.10,

l—fﬁ Ae.xx: (A—B) = x:A I—‘rfT xx: B,
= x:A I—‘gT x:C, x:A I—gT z:(C—B), forsome C,
= A<s(C—B)<s(A—B), by (—).

(ii) (<) Immediate. (=) If B =g T, then F5; A: T <g T—B. If B #s T,
then by Theorem 16.1.10(ii) one has I—ﬁT A: (A—B), }—‘gT A : A, for some A.
By (i) one has A <s A—B.

(ifi) By (i) and (ii). m

We associate to each type the maximum number of nested arrows in the
leftmost path.

19.4.2. DEFINITION. Let S be a type structure. For A€ TS its type nesting,
notation #(A), is defined inductively on types as follows:

#(A) =0 if AeA’;
#A—=B) = #(A)+1;
#(ANB) = max{#(A),#(B)}-

Lemma 19.4.1(ii) can be strengthened using type nesting. First we need the
following lemma that shows that in a strongly § type structure, Definition 77,
any type A with #(A) > 1 is equivalent to an intersection of arrows with the
same type nesting.Comment: the proof needs to be redone using the canonical
form instead of the notion of strongly 3, is it worthwhile or is it better to erase
the whole subsection?

19.4.3. LEMMA. Let S be strongly 3. Then for all Ae TS with #(A) > 1, there
exists an A" = (", ¢ ;(Cs — D;)) =s A such that #(A") = #(A).

PROOF. Every type A is an intersection of arrow types and constants:
A=(C—B)Nn...n¢YN....

Since § is strongly (3, the constants can be replaced by an intersection of arrows
between constants. As #(A) > 1 this does not increase the type nesting. m

19.4.4. LEMMA. Let § be a natural type structure which is strongly 3. Then
For AA:B = FAeTO[F5r A A<s A— B& #(A) =0].

PROOF. Let I—gT AA : B. If B =5 T take A = T. Otherwise, by Lemma
19.4.1(ii), there exists A € TS such that I—‘gT A:Aand A< A— B. We show
by course of value induction on n = #(A) that we can take an alternative A’
with #(A’) = 0. If n = 0 we are done, so suppose n > 1. By Lemma 19.4.3,
we may assume that A is of the form A = (C; — Di)N...N (Cyy — Dpy).
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Now A <s A — B, hence A <s C;; N...NC;, and Dy N...ND; < B, with

1 <i1,...,17, <m,since § is beta. Since B #s T one has p > 0. Hence,
ST ATA = B3 A (Cy — D), 1<k<p,
= Ci, <s (Ci, = Dy,), by 19.4.1(i),
= MNeCiy <s Ni(Ci, — Ds,)
<s (NkCi, = NiDiy) since S is natural,
<s (NCi, — B), as N, Di, <s B.

Now take A" = (1,C,. Then #(A’) < n and we are done by the IH. m

Now let M € A?. We will build the desired model satisfying = AA =
M by taking the union of a countable sequence of type structures &, defined
in a suitable way to force the final interpretation of M to coincide with the
interpretation of AA. In the following (-, -) denotes any bijection between N x N
and N.

19.4.5. DEFINITION. (i) Define the growing sequence of intersection type structures
&S, by induction on n € N, specifying the constants, axioms and rules.

o AD = {T,w};

o & ={(=N),(T),(T =), (=)} U{wscott };
o ASii1 = AS U {§<n,m> ’ mEN};

e Sit1=8U {g(n,m) = (E(n,m) - W(n,m))}ﬂ
where (W, ) )men is any enumeration of the set
{A|F5 M- A}
(ii) We define Sy as follows:
A =) A% sy = s
neN neN

19.4.6. PROPOSITION. Sy is a strongly 3, nT-sound and natural intersection
type structure.

PRrROOF. It is immediate to check that Sy is strongly 8 and nT-sound. Clearly
the axioms (T),(T —) and (—N) are valid in Sy, as they are already in S.
The validity of rule (—) in Sy follows by a “compactness” argument: if A’ <g,,
A& B <s, B', then A’ <5, A & B <5, B’; but then (A—=B) <g_ ..
(A —B’) and hence (A—B) <s,, (A'—=B’). Therefore the type structure is
natural. m

19.4.7. THEOREM. The filter structure FM is an extensional A\-model.
ProOOF. By Propositions 19.4.6 and 18.2.13. m

We now need to show that some types cannot be deduced for A.
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19.4.8. LEMMA. |7“2¥ A:w and |7“§”T’ A:(w—w) - w—w.

PROOF. Define the set £ C T(ASM) as the minimal set such that:

Te&;

AeT™ Be&, = (A— B)e&y;
A, Beé&g = (ANB)e&q;
W, e &q = & €e&q.

Claim: A€y & A=g, T.
(=) By induction on the definition of £q, using Lemma 16.1.5(i).
(<) By induction on <g,, it follows that

Ea>B <Su A = Acé&q.
Hence if A =g, T, one has £q 3 T <g,, A and thus A € &q.
As w ¢ &g, it follows by the claim that
T s, w. (19.2)

Suppose towards a contradiction that I—ﬁ% A :w. Then FM A : T — w,
by wscott- By Lemma 19.4.1(i) we get T <g,, (T — w) =5, w <s,, T, i.e.
T =g, w, contradicting (19.2).

Similarly from I—g’“{ A:(w— w) - w — w, by Lemma 19.4.1(i), we get
w—w<gs, (Ww—w)— (w— w), which implies w — w <g,, w <s,, T—w, by
B-soundness and (wscott). Therefore T =g,, w, contradicting (19.2). m

We finally are able to prove the main theorem.

19.4.9. THEOREM. Let M € A?. Then FM is a non-trivial extensional A-model
such that FM |= M = AA.

PROOF. The model is non-trivial since clearly I—‘g"? ! (w — w) - w— wand
by Lemma 19.4.8 b“g% A (w— w) — w — w, therefore FM [£ 1= A.
We must show that [M] = [AA]*™. Suppose that W € [M]. Then

|_‘r5;1¥{ M:W = '_‘r%T M:W, for some n,
= &i=s5.,..&— W), for some i,
= l—‘g% AA W, by Lemma 19.4.1(iii),

= WelAA]™.

This proves [M] C [AA].

Now suppose B € [AA], i.e. I—‘z”% AA : B. Then by Lemma 19.4.4 there
exists A such that #(A) = 0 and I—‘g%’ A:A<s, A— B. Let A=(),c;%i
with ¢; € A = {T,w,&,...}. By Lemma 19.4.8 ¢; #s,, w. Hence it follows that
A =s, TorA=s, [ec,(&) for some finite J C N. Since T =g, (T—T)
and §; =s,, (§—W) we get A =g, (T — T) or A =g, ;¢ ;(§ — W;). Since
A <s,, A — B it follows by (-soundness that in the first case T <g,, B or in
the second case ﬂjeL W; <s, B, for some L C J. Since each W; is in [M],
we have in both cases B € [M]. This shows [AA] C [M] and we are done.
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Graph models as filter models
Scott’s P(w) model

Following the original notation by Scott, in the P(w) model w denotes the set
of natural numbers. Pg,(w) denotes the set of finite subsets of w.

NoOTATION. (i) Let Anm.(n,m) : N x N—=N be a bijection, e.g. the well-known
one defined by (n,m) = 3(n+m)(n+m+ 1)+ m.
(ii) Let An.e, : N—Pg,(w) be a bijection, e.g. the well-known one defined
by
ey = {ko, .. -7km—1} with kg < k1 < ... <kn_1 & n= Ei<m2i.

19.4.10. DEFINITION. [Scott [1972]] Let v : Pg,(w) X w—w be the bijection
defined by

v(en, m) = (n,m).
(i) Define F, : P(w)—[P(w)—P(w)] by
F (X) =Ww—i | y(u,i) € X}.
(ii) G : [P(w)—P(w)|=P(w) by
Gu(f) ={r(w, i) [ i€ f(u)}

for all f € [P(w)—P(w)]. m
19.4.11. PROPOSITION. Define for X, Y € P(w) the application
X pw)Y={m|3e, CY (n,m) e X}.
Then Fyu(X)(Y) = X -p(o) Y is a (more common) equivalent definition for F,,.
PrROOF. Do exercise 19.6.18. m
19.4.12. THEOREM (Scott [1972]). P(w) is a A-model via F,,, G,,.

19.4.13. THEOREM (Alessi [1991]). Define

AVY = w
Ve = Engelery {Nipee(k—=n) ~y(e,n) | e€Ppypncw}.

Then P(w) = FV". m
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Plotkin’s Model

19.4.14. DEFINITION (Plotkin [1993]). Let w be an atom.
(i) Define Pm as the least set such that

Pm={w}U (Pﬁn(Pm) X Pﬁn(Pm)).

(ii) Define Fpy : P(Pm)—[P(Pm)—P(Pm)] by
Gpm : [P(Pm)—P(Pm)]—P(Pm)
Fpn(X) = Wu—v| (u,v) e X}
GPm(f) = {<U)U> | v C f(u)} u

19.4.15. THEOREM (Plotkin [1993]). Fpm, Gpm satisfy FpmoGpm = Id, making
P(Pm) a A\-model. m

19.4.16. THEOREM (Plotkin [1993]). Let Plotkin be as defined in Figure 15.1.7.
Then P(Pm) = FPlkin gre jsomorphic as natural A-structures (A-models). m

Engeler’s Model
19.4.17. DEFINITION (Engeler [1981]). Let Ao, be a countable set of atoms.
(i) Define Em as the least set satisfying Em = A, U (Pg;,(Em) x Em)
(ii) Define Fgyn : P(Em) — [P(Em)—P(Em)] by
Gem : [P(Em)—P(Em)]—P(Em)
Fem(X) = Lu—e | ()€ X}
Gem(f) {(u,e) [e€ f(u)}. m

19.4.18. THEOREM (Engeler [1981]). Fgm, Gem satisfy Fem o Gem = 1, making
P(Em) a A-model. m

19.4.19. THEOREM (Plotkin [1993]). Let Engeler be as defined in Figure 15.1.7.
Then P(Em) = FEveeler qre jsomorphic as natural A-structures (A-models). m

19.5. Undecidability of inhabitation

In this section we consider type theories with infinitely many type atoms, as
described in Section 15.1. To fix ideas, we are concerned here with the theory
7T = CDV. Since we do not consider other type theories, in this section the
symbols - and < stand for I—gDV and < cpvy, respectively. Moreover T = TEPV,

We investigate the inhabitation problem for this type theory, which is to
determine, for a given a type A, if there exists a closed term of type A (the
inhabitant). In symbols, the problem can be presented as follows:

F7:A
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A slightly more general variant of the problem is the inhabitation problem
relativized to a given context I':

r=7:4
It is however not difficult to show that these two problems are equivalent.

19.5.1. LEMMA. LetD' = {z1:Aq,...,z,:An}. Then the following are equivalent.
1.  There exists a term M € A such that T = M : A.
2. There exists a term N € A such that- N : Ay — --- — A, — A.

PROOF. (1) = (2) Define N = Az ...x,. M. Apply n times rule (—I).
(2) = (1) Take M = Nzy - - - x,, and apply n times (—E) and (weakening). m

The main result of the present section (Theorem 19.5.30) is that type
inhabitation is undecidable for 7 = CDV. Compare this to Statman [1979],
stating that for simple types the problem is decidable in polynomial space.

By Theorem 19.2.18 and Corollary 16.2.3 we can consider only inhabitants
which are in normal form. The main idea of the undecidability proof is based on
the following observation. The process of solving an instance of the inhabitation
problem can be seen as a certain (solitary) game of building trees. In this way,
one can obtain a combinatorial representation of the computational contents of
the inhabitation problem (for a restricted class of types). We call this model
a “tree game”. In order to win a tree game, the player may be forced to execute
a computation of a particular automaton (a “typewriter automaton”, TWA).
Thus, the global strategy of the proof is as follows. We make the following
abbreviations.

EQA := Emptiness Problem for Queue Automata;

ETW = FEmptiness Problem for Typewriter Automata;

WTG := Problem of determining whether one can Win a Tree Game;
IHP := Inhabitation Problem in ASPV.

If we write P; <p P,, this means that problem P; is (Turing) reducible to Ps,
and hence that undecidability of P; implies that of P». It is well known that
EQA is undecidable, see e.g. Kozen [1997]. The following inequalities show that
THP is undecidable.

EQA <y ETW (Lemma 19.5.25);
ETW <7 WTG (Proposition 19.5.29);
WTG <p IHP  (Corollary 19.5.23).

Basic properties

We begin with some basic observations concerning the relation <.

19.5.2. LEMMA. Let n > 0.
(i) Let o € A, and none of the Ay, ... A, €T be an intersection. Then

AiN...NA, <a = Jdia=A;.
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(ii) Let aq,...,an € As and A€ T be not an intersection. Then
arN...Na, <A = J.A=q.
(iii) Let aq,...,an € As and A€ T. Then
arN...Nap <A = A=wo;; N...Nay,,
for some k>0 and 1 <iy <...<ip <n.

PRrROOF. (i), (ii) Exercise 19.6.24.

(ili) Let A = BiN...N By with & > 0 and the B; not intersections.
Then for each j one has oy N... N, < Bj and can apply (ii) to show that
B; = a;;. |

19.5.3. LEMMA. Let Aq,..., A, BET and a,. .. ,an, 0 € Ay, withn > 0. Then
(A1—>a1)ﬂ...ﬁ(An—>an)§(B—>ﬁ) = HZﬁEO@&BgAZ

Proor. By Theorem 16.1.8 CDV is B-sound. Hence the assumption implies
that B < (4;; N...NA4;,) and (o, N... N, ) < (. By Lemma 19.5.2(ii) one
has 3 = «;,, for some 1 < p < k, and the conclusion follows.

19.5.4. LEMMA. IfT'F Az.M : A then A ¢ A.

PROOF. Suppose I' F Ax.M : . By Lemma 16.1.1(iii) it follows that there are
n >0 and By,...,B,,Cq,...,Cy, such that I'x : B; - M : C;, for 1 < i < n,
and (B1—C1)N...N(B,—Cy) < a. This is impossible by Lemma 19.5.2(i). m

Game contexts

In order to prove that a general decision problem is undecidable, it is enough
to identify a “sufficiently difficult” fragment of the problem and prove undeci-
dability of that fragment. Such an approach is often useful. This is because
restricting the consideration to specific instances may simplify the analysis of
the problem. Of course the choice should be done in such a way that the “core”
of the problem remains within the selected special case. This is the strategy we
are applying for our inhabitation problem. Namely, we restrict our analysis to
the following special case of relativized inhabitation.

'E7:q

where « is a type atom, and I' is a “game context”, the notion of game context
being defined as follows.

19.5.5. DEFINITION. (i) If X, C T are sets of types, then

X—=)Y = {X=Y | XeX, Ye)}.
XNy = {XnY | XeXx, Ye)V}.
X0 = {Alﬂ...ﬂAn|’I’L21&A1,...,AnEX}.

IfA=A1Nn...NA,, and each A; is not an intersection, then A; are called the
components of A.
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(

(1) A=AL.

(2) B=(As—Ax)"

(3) C = (D—Ax)".

(4) D = (B—Ax) N (B—Ax).

Write A € A (respectively € B, €C) if A= A" € A (B,C) for some A’. We show
some properties of type judgements involving game types.

19.5.6. LEMMA. For a game context T’ the following hold.

(i) TFaM:A = AcA&TI(x)=(Ei—a1)N...N(E,—ay), n>0,
&A:ailﬂ...ﬂaik&Pl—M:Eilﬂ...ﬂEi
for some k>0&1<i; <...<ip<n.

i) TFaM:a = TI(z)=(Ei—a)N...N(Ey,—ay), n>0,
&a=aq, &' M : E;, for somel <i<n.

k>

(iii) T I/ 2MN : A.

PROOF. (i) Suppose I' - zM : A. By Lemma 16.1.10(ii) we have for some type
Bthat I' -z : (B—A) and I' - M : B. Then I'(z) < B — A, by Lemma
16.1.1(i). By Lemma 19.5.2(ii), this cannot happen if I'(z) is in A. Thus I'(z),
being a game type, is of the form (Ej—aq) N...N (E,—ay). Since CDV is
B-sound and

(E1—a1)N...N (En—ay) = [(z) < (B—A),

we have B < (E;,—a;) N...N (B, —a;,) and o, N ... Ny, < A, for some
ij such that 1 < i; < n. Then, by Lemma 19.5.2(iii), we conclude that A =
i, N...Na,, where 0 < k < h.

(ii) By (i) and Lemma 19.5.2(ii).

(iii) By (i), using that B—A # o, N...N ¢, by Lemma 19.5.2(ii). m

19.5.7. LEMMA. If A is a game type and D € D, then A £ D.

PROOF. Suppose A < D < (B—«), with B € B. The case A € A, is impossible
by Lemma 19.5.2(ii). If A€ B, then (aq—f1)N...N(ap—fFn) < B—a and hence
B < q; for some ¢, by Lemma 19.5.3. By Lemma 19.5.2(i) this is also impossible.
If AeC, then (D1—p1)N...N (Dp—p,) < B—a and hence B < D; €D for
some ¢, by Lemma 19.5.3. We have already shown that this is impossible. m

For game contexts the Generation Lemma 16.1.10 can be extended as follows.

19.5.8. LEMMA. Let I' be a game context, and let M be in normal form.

(i) IfT'F M : (By — a1) N (B2 — az) €D, with B;€ B, then M = \y.N,
and U,y:B; = N @« fori=1,2.

(ii) IfT'F M : a, with a € A, then there are two exclusive possibilities.

e M is a variable z and T'(2) is in A, where « is one of the components.
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o M = xN, where I'(x) = (E1 — (1) N---N (B, — Bn), and a = §; and
I'EN:E;, for somel <i<n.

PRrROOF. (i) Notice first that by Lemmas 19.5.6 and 19.5.2(ii) the term M
cannot be an application. If it is a variable z, then I'(x) < (B1 — a1) N (B2 —
asg), by Lemma 16.1.1(1). This contradicts Lemma 19.5.7, because I'(z) is a
game type. It follows that M = Ay.N and I' - Ay.N : (B;—«q;). Then for
i=1,2 one has I',y:B; - N; : v, by Lemma 16.1.10(iii).

(ii) M is not an abstraction by Lemma 19.5.4. If M = z, then I'(z) < a and
I'(z) is a game type, i.e. in AUBUC. By Lemma 19.5.2(i) one has I'(z) € A, with
« as one of the components. If M is an application, M = xM; ... M,,, m > 0,
write I'(x) = (F1 — B1)N---N(E, — Br), as it is a game type and by Theorem
16.1.10(ii) it cannot be in A. Then M = xN, by Lemma 19.5.6(iii). By (ii) of
the same Lemma one has « = 3; and I' = N : E; for some 7. m

Tree games

In order to show the undecidability of inhabitation for CDV we will introduce
a certain class of tree games. ‘Rounds’ in a tree game are an intermediate step
in our construction. The idea of a tree game is to represent, in an abstract way,
the crucial combinatorial behaviour of proof search in CDV. We will first show
how inhabitation problems can be represented by tree games and then how
tree games can represent computations of certain machines called typewriter
automata (TWA).

19.5.9. DEFINITION. Let 3 be a finite alphabet; its elements are called labels.
1. A local move (over X) is a finite nonempty set B of pairs of labels.
2. A global move (over X) is a finite nonempty set C' of triples of the form
((X,0),(Y,c),d),
where b, c,d € and X,Y are local moves.
3. A tree game (over X)) is a triple of the form
G={(a,A{Cy,...,Cu}),

where a € ¥, A C ¥ and C1,...,C, are global moves. We call a the initial
label and A the set of final labels.

Before we explain the rules of the game, we give an interpretation of the
constituents of the tree games in terms of types.

19.5.10. DEFINITION. Let X be a finite subset of A, the infinite set of type
atoms, and let G be a tree game over X. Moves of GG, and the set of final labels,
can be interpreted as types of CDV as follows.

1. f A={a,...,an}, then A =ay1N...Nay,.
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Figure 19.2: An example position

2. If B={(a1,b1),...,{an,by)}, then B = (a; — b)) N...N (an — by).

3. I C = {((By1,b1), (BL,V, ) et ),y ({Bpybn ), (BL, Y. ), e )}, then

n»-n

C=(((Bi—b)N (B, = b)) —c1)N...0 (((Bp — bp) N (B, — b)) — ).
Notice that Ae A, Be B and C eC.

A tree game is a solitary game, i.e., there is only one player. Starting from
an initial position, the player can nondeterministically choose a sequence of
moves, and wins if (s)he can manage to reach a final position. Every position
(configuration) of the game is a finite labelled tree, and at every step the depth
of the tree is increasing.

19.5.11. DEFINITION. Let G = (a, A,{C1,...,Cp}) be a tree game over X.
A position T of G is a finite labelled tree, satisfying the following conditions.

e The root is labelled by the initial symbol a;

e Every node has at most two children;

Nodes at the same level (the same distance from the root) have the same
number of children (in particular all leaves are at the same level);

e All nodes are labelled by elements of >;

In addition, if a node v has two children v’ and v”, then the branches
(v,v") and (wv,v"”) are labelled by local moves.

19.5.12. DEFINITION. Let G = (a, A, {C4,...,Cy,}) be a tree game.

1. The initial position of G is the tree with a unique node labelled a.

2. A position T is winning iff all labels of the leaves of T' are in A.
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Figure 19.3: Local move X associated to node v

19.5.13. DEFINITION. Let T be a position in a game G = (a, A,{C1,...,Cp}),
and let v be a leaf of T'. Let k be such that all nodes in T" at level k — 1 have two
children as shown in Figure 19.3. There is a node w at level £ — 1 which is an
ancestor of v, one of the children of u, say v/, is also an ancestor of v (possibly
improper, i.e., it may happen that v’ = v). Assume that B is the label of the
branch (u,u'). Then we say that B is the k-th local move associated to v, and
we write B = B, .

Now we can finally describe the rules of the game.

19.5.14. DEFINITION. (i) Let G = (a, A, {C4,...,Cy}) and let T be a (current)
position in G. There are two possibilities to obtain a next position.

(1) The player can perform a “global” step, by first selecting one of the global
moves C; and then performing the following actions for each leaf v of T'.
e Choose a triple ((B,b),(B’,V/),c) € C; such that ¢ is the label of v;
e Create two children of v, say v" and v”, labelled b and V', respectively;
e Label the branch (wv,v") by B and the branch (v,v"”) by B’.
The step is only allowed if the resulting tree is legal, i.e. satisfies the
conditions of definition 19.5.11.

(2) The player can also perform a “local” step. This begins with a choice of
a level £ > 0 of T such that each node at level £ — 1 has two children.
Then, for each leaf v of T', the player executes the following actions.

e Choose a pair (a,b) € B, such that b is the label of v;
e Create a single child of v, labelled a.
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Again the step is only allowed the appropriate actions can be performed
at every leaf, otherwise the resulting tree is not a position.

(ii) If a position T” is reachable from T with help of one global step C;, we
write

T=5%T1.
If T" is obtained from T by a local step defined via level k, we write
T=FT.

If T" is reachable from T in one step (global or local), then we write T' = T".
(iii) A position T in G is called favorable iff there is a position 7" with

T =74 T" and T’ is winning,

where =7, is the reflexive transitive closure of =r.
(iv) The game G can be won by the player, notation sol(G), iff the initial
position is favorable.

The following example gives an idea of the tree games and moreover it is
important for our principal construction.

19.5.15. ExaMPLE. Consider the tree game Gog = (1,{c},{C1,C2}), over the
alphabet ¥ = {1,2,a,b, c}, where

o 1 ={{({{a,a)},1),{{(b;a)},2),1), ({{{a,;0)}, 1), {{(b;0)},2),2)};
o O ={({{{c;)},a),({{¢;a)},a), 1), ({{({c,0)}, ), ({(c,b)}, ), 2)}.

Figure 19.4 demonstrates a possible winning position T' of the game. Note that
this position can actually be reached from the initial one in 6 steps, so that the
player can win Gg. These 6 steps are as follows

Ty=T =0T =Ty 22T 23T =1,

where each T; is of depth 7. The reader should observe that every sequence of
steps leading from T to a winning position must obey a similar pattern:

To= T =20 .. =07, =0T, 21T, =22 =" T,

where T5,, is winning. Thus, the game must consist of two phases: first a number
of applications of C, then a single application of Cs and then a sequence of
steps using only local moves. What is important in our example is that the
order of local steps is fully determined. Indeed, at the position T;,; 1 the only
action possible is “=*”. That is, one must apply the k-th local moves associated
to the leaves (the moves labelling branches at depth k). This is forced by the
distribution of symbols a, b at depth n + k — 1.
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1
(a,a) (b,a)
(a,a) (b,a) (a,b) (b,b)
1 2 1 2
<C¢% &ﬂ) <QV Y»w (Q% \(CM (QV \(C@
a a a a a a a a
a a a a b b b b
a a b b a a b b
C C C C C C C C

Figure 19.4: A winning position in Gy of Example 19.5.15.
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Let us emphasize a few properties of our games. First, a game is a non-
deterministic process, and there are various sequences of steps possible. We
can have winning sequences (reaching a winning position), and infinitely long
sequences, but also “deadlocks” when no rule is applicable. Note that there are
various levels of nondeterminism here: we can choose between C;’s and k’s and
then between various elements of the chosen set C; (respectively B, ;). It is an
important property of the game that the actions performed at various leaves
during a local step may be different, as different moves B, ;, were “declared”
before at the corresponding branches of the tree.

We now explain the relationship between tree games and term search in
CDYV. Since we deal with intersection types, it is not unexpected that we need
sometimes to require one term to have many types, possibly within different
contexts. This leads to the following definition.

19.5.16. DEFINITION. Let k,n > 0. Let ffl, . ,ffn be n sequences of k types:
A= Ai, . Ay

Let T; = {z1:4i1,...,2x:Aj} and let oy € A, for 1 < @ < n. A generalized
inhabitation problem (gip) is a finite set of pairs P = {(I';, ;) | i =1,...,n},
where each I'; and «; are as above. A solution of P is a term M such that
I'; B M : «a; holds for each i. We say ‘M solves P’. This is equivalent to
requiring that

FAZM : (Ai—ay)N...N0 (Ay—ap).

19.5.17. DEFINITION. Let G = (a, A, {C4,...,Cy}) be a tree game and let T
be a position in G.
(i) We have T'q = {z¢:A, 21:C1, ..., 2,:Cp}.

(ii) Let J be the set of all numbers & such that every node in T" at level k£ —1
has two children. We associate a new variable y, to each k € J. Define for a leaf
v of T the basis

Iy = {yk:Bv,k ‘ ke J}

(iii) Define the gip P = {({T¢ UT,a,) | v is a leaf of T' with label a,}.

The following lemma states the exact correspondence between inhabitation
and games. Let us make first one comment that perhaps may help to avoid
confusion. We deal here with quite a restricted form of inhabitation problem
(only game contexts), which implies that the lambda terms to be constructed
have a “linear” shape (Exercise 19.6.26). Thus we have to deal with trees
not because of the shape of lambda terms (as often happens with proof search
algorithms) but exclusively because the nature of intersection types, and because
we need to solve various inhabitation problem uniformly (i.e., to solve gip).

19.5.18. LEMMA. Let G = (a, A, {C1,...,Cy,}) be a tree game.

(i) If T is a winning position of G, then xq solves P¥.

(ii) If Ty =% Ty and N solves Pg, then z;(Ayx.IN) solves PC’;, where k is
the depth of T1 and i > 0.
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(iii) If Ty =% Ty and N solves Pg, then yrIN solves Pg.

PRrROOF. (i) T is winning, hence a, € A for each leaf v. Hence oA b ot ay
and therefore ' UT', F xg : ay.

(i) Ty =Ci T,, hence each leaf v of Ty has two children v/ and v” in
T, and the branches (v,v') and (v,v”) are labelled by B and B’ such that
(B, ay,ay), (B a,n)) €T;. Let k =level(v). As N solves PTC; one has

FGuI’U,yk:B F N :ay;
FGUFvayk:B/ F N :ayr.

SoTUL, F A\yp.N : (B—ay)N (B —ayr). Therefore TgUT, F 2;(Ayr.N) : ay.

(iii) T =k Ty, hence each leaf v of T has a child ¢ in T, such that
(ay, ay) € By . Then yg:By, i - yi : al,—a, and T'¢ UL, = N : a,s, by assump-
tion. Therefore ' UL, -y N : a,. W

19.5.19. COROLLARY. Let G be a tree game. For positions T one has

T is favorable = P¥ has a solution.

PRrooOF. By induction on the number of steps needed to reach a winning position
and the lemma. m

For the converse we need the following result.

19.5.20. LEMMA. Let T} be a position in a tree game G and let M be a solution
mn B-nf of Pg. Then we have one of the following cases.

1. M = xg and T is winning.
2. M =y N and N 1is the solution of PYCJ;, for some Ty with Ty =F Ty.
3. M = x;(Ayx.N) and N is the solution of PQCJ;, for some Ty with Ty = Ty.
Proor. Case M = z. As M is a solution of PTG;, one has
A, =TqUTl, F z:ay,

for all leaves v of 77. Then by Lemma 16.1.1(i) one has A,(z) < a,. Hence by
Lemma 19.5.2(i) a, € A and z = xg. Therefore T} is winning.
Case M is an application. Then for all leaves v of T}

A, =TqgUTl', M : a,.

By Lemma 19.5.8(ii) M = zN and A,(z) = (E1 — (1) NN (B, — [r), with
A, F N : E; and a, = (3;, for some j. Now choose a leaf v of T1. As A, is a
game context there are only two possibilities

Ej €A or Ej eD.
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Subcase Ej € Ay. Let E; = aj. Now z ¢ dom(I'g), hence z € dom(I",) and
zi(a1—pF1) N...N (ay,—G,) being yy : Bmk, for some k. Also for each leaf w
of T} one has z € dom(T",,) and z:T'y,(2) is yk:Bka. Define T =* T, by giving
each leaf v of T7 with label 3; a child v’ with label a;. We have A, = N : «;
and ykzév,k Fyk :aj—B;. Hence Ay = M @ ay.

Subcase E; € D. Then A, (z) = (E1—£1)N...N(E,—0Fy). Hence z : Ay(2) is
2;:C; for some i. So z € dom(T'g) and therefore A, (z) = Ay (z) for all leaves w of
Tl. Let C,L = { cey <<Bj7aj>> <B§O¢;>, ﬁj>a .. } and Ej = ((Bj—>()éj) N (B§—>Oé;))
Define the move T} =% T, as follows. Give each leaf v with label Bj two
children v and v” with labels a; and o, respectively. Label the branches with
Bj and B;-, respectively. Let k =depth(7}). One has A, F N : Ej, hence by
Lemma 19.5.8(i) one has N = Ay,.N’, with

Ay, yr:Bj F Ny & Av,ykzéé =N’ a}.
Therefore Ay = N :a,y and Ay = N 2 ayn.
The case that M is an abstraction is impossible, by Lemma 19.5.4. m

19.5.21. COROLLARY. Let G be a tree game. For positions T one has

T is favorable < Pﬁ has a solution.

PROOF. (=) This was Corollary 19.5.19. (<) Let M be a solution of P¥. By
Theorem 19.2.18(ii) one may assume that M is in normal form. The conclusion
follows from the previous lemma by induction on the size of M. m

19.5.22. THEOREM. Let G be a tree game with initial position {a}. Then

sol(G) & P{C(’;} has a solution.
PRrROOF. Immediate from the previous Corollary. m

19.5.23. COROLLARY. WTG <7 IHP, i.e. winning a tree-game can be reduced
to the inhabitation problem.

ProoFr. By the theorem, as PTG0 = PaG is an inhabitation problem. m

Typewriters

In order to simplify our construction we introduce an auxiliary notion of a
typewriter automaton. Informally, a typewriter automaton is just a reusable
finite-state transducer. At each step, it reads a symbol, replaces it by a new
one and changes the internal state. But at the end of the word, our automaton
moves its reading and printing head back to the beginning of the tape and
continues. This goes on until a final state is reached. That is, a typewriter
automaton is a special case of a linear bounded automaton, see Kozen [1997].
A formal definition follows.
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19.5.24. DEFINITION. (i) A (deterministic) typewriter automaton A is a tuple
of the form

A=(%,Q,q0,F,0),

where X is a finite alphabet, @) is a finite set of states, gy € () is an initial state
and ' C Q is a set of final states. The last component is a transition function
0:(Q—F)x (XU{e}) — Q x (X2 U{e}), which must satisfy the following
condition: whenever o(g,a) = (p,b), then either a,be¥ or a =b=¢.

(ii) A configuration (instantaneous description, ID) of A is represented by
a triple (w,q,v ), where (as usual) wv € ¥* is the tape contents, ¢ € @ is the
current state, and the machine head points at the first symbol of v.

(iii) The next ID function p is defined as follows:

i §(<w7Q7av>) = <wb,p,v), if a 7& e and Q(Q)a) - (p’ b)»

hd @(<wﬂQ7E>) = <Evp7w>7 if Q(Q7E) = (p,s).

(iv) The language L* accepted by A is the set of all w € ¥, such that

2°((e,q0,w)) = (u,q,v), for some k and q € F,uv € ¥*.

(v) ETW is the emptiness problem for typewriter automata.

Recall that EQA, the emptiness problem for queue automata, is undecidable
(see Kozen [1997]). We need the following.

19.5.25. LEMMA. EQA <p ETW.
Proor. Exercise 19.6.28. m

It follows that also ETW is undecidable.

Our goal is now to represent typewriters as games, in order to establish
ETW<WTG. We begin with a refinement of Example 19.5.15. In what follows,
triples of the form ((Bj,b),(Ba,c),d) will be represented graphically as

d
Z
b c
in order to enhance readability.

19.5.26. DEFINITION. The alphabet ¥; is the following Cartesian product.
¥ ={Ll,a,b} x {L,1,2} x {loc, glo}.

We define a tree game G = ((L,1,C'), %1, {C1,Co,C5} ). The set of accepting
labels is X1, because we are interested in all possible ‘rounds’ (i.e. instances) of
the game. The moves are defined as follows.

(i) Global move Cj consists of the following two triples:
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(L1,1,glo)
{(azglo),(a,z,loc)) xE{V \bxg\lo (a,zloc)) | we{Ll,1,2}}
1,glo) 2,glo)
and
(L1,2,glo)
{({a,z,glo),(b,z,loc)) | wE{LL/ \bxglo (bzloc)) | ze{L,1,2}}
(1,1,glo) (L1,2,glo)

Before we define other global moves, let us point out that C is very similar to
rule C; of the game Gy in Example 19.5.15 (observe the a and b in the first
component and 1 and 2 in the second one).

(ii) Global move C5 consists again of two triples:

(L1,1,glo)
{({a,z.glo, ), ayz,loc)) xe{V \bx,glo (azloc)) | z€{L,1,2}}
(a,1,loc) (a,2,loc)
and
(L1,2,glo)

{({a,z,glo,),(bx,loc)) | z€{L,1,2}} \bxglo (bxJoc)) | xe{L,1,2}}

(a,1,loc) (a,2,loc)
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(iii) Global move C5 consists of the triples (where z € {a, b}, i.e., z # 1)

(z,1,glo)
{{{a,z,glo),{a,z,loc)) IG{V \glo (a,z,loc)) | we{l,1,2}}
(z,1,loc) (2,2,loc)
and
(2,2,glo)
{({a,z,glo),(b,x,loc)) xE{J_,l,Q/ \Mglo (b,x,Joc)) | we{l,1,2}}
(z,1,1oc) (z,2,loc)

19.5.27. LEMMA. FEvery round of G1 must have the following sequence of moves.

Cy; C; Cri; ... Cy; (mx Ch)
Cy; L Cs; 2, Gy 3 GOyomy G
m+1; C3; m+3; C3; m+5;, Cs;

That is, the game starts with m times a Cy move (possibly m =0 or m = o0).
After that, from the m + 1-st position, the global and local moves alternate and
the local move declared at every alternating step C3 is executed exactly 2m + 1
steps later.

Proor. Exercise 19.6.29. m

19.5.28. DEFINITION. Let Gy be as above and let A = (24, Q, qo, FA, o) be a
typewriter automaton. We define a game G as follows.
(i) The alphabet of G4 is the cartesian product ¥; x Q x (ZAU{L,e}).
(ii) For each local move B of G and each 3€ XA U {c}, we define a local
move By = {((a,0,), {b,¢, 1)) | ¢€Q and (a,b) € B}.
(iii) If A = ((B,b),(B',V),c) € C1 UCy, then we define Ag as the triple

<C, q0, J—>

<b7 q0, J—> <b/7 q0, J—>
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iv) For each triple A = ((B,b), ( B",V ), ¢) € Cs we define a set C4' consisting
(iv) A
of all triples of the form

(¢.q,0)

(b,p, L) (t',p, L)

where o(¢, @) = (p, ).
(v) Define CHA(B) = {Az|AeC}, for 3 € ¥4,
Cst = {A. | AeCol
O3t = U{CA | AeCs).
(vi) The initial symbol of GAisa = (a1,qo0, L), where a; = (L,1,G), the
initial symbol of Gj.

(vii) The set of final symbols is A = ¥y x (ZAU{L,e}) x F4,
(viii) Finally, we take G* = (a, A, {C{(B) | B ZAYU{Cs, C{'})

19.5.29. PROPOSITION. Let A be a typewriter that accepts the language L 4.
Then
Li#0 < GAis solvable.

Hence ETW <p WTG.

PROOF. Our game G behaves as a “cartesian product” of G; and A. Informally
speaking, there is no communication between the first component and the other
two. In particular we have the following.

1. Lemma 19.5.27 remains true with G replaced by G4 and C, Oy, (5
replaced respectively by C{*(3), Cy* and C3'. That is, a legitimate round
of G* must look as follows.

CH(B); Ci(Ba); - C{(Bm);
C{‘; 1; CA; 2; . C’A; m;
C’§4; m+ 1; C§4; m + 3; C§4;

2. If a position T of G* can be reached from the initial position, then the
second and third component of labels are always the same for all nodes
at every fixed level of T.

Consider a round of the game G as in 1 above. Note that this sequence is
fully determined by the choice of m and (1,...,3m. Also observe that (3;, for
i =1,...,m are the third components of the labels of all leaves of T}, 2;. Let
w denote the word 3185 ... By and O4(w) the ‘opening’ CY(B1), ..., C{{(Bm)
in the game G*.

Claim. Typewriter A accepts w iff O4(w) leads to a winning position in G*.
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We shall now prove the claim. Let ﬁ]’-“ denote the symbol contained in the j-th
cell of the tape of A, after the machine has completed k& — 1 full phases (the
tape has been fully scanned k — 1 times). That is, ﬁ]’? is the symbol to be read
during the k-th phase. Of course ﬁ} is ;. For uniformity write ﬂfn 11 = &
Note that the qo,...,q,, are renamed as q%,...,q}nH and the B1,...,8mn,€ as
B, .., %Hl. Further, let qf be the internal state of the machine, just before
it reads the j-th cell for the k-th time (i.e., after k£ — 1 full phases). The reader
will easily show that for all k and all j = 1,...,m+1 the following holds.

(i) The third component of labels of all leaves of T(oy_1)(m+1)+2j—1 18 B;?,

(ii) The second component of labels of all leaves of T{op_1)(m+1)42j—2 18 qf.

(a,qf, L)

(b,q¥, B%)

B
B;-““ pht1

<C’ q;?—i-l? J—) (dv q;?+17 J—>

Figure 19.5: Simulation of a single machine step
Figure 19.5 illustrates the induction hypothesis by showing labels of a node at
depth (2k — 1)(m + 1) + 2j — 2 together with her daughter and grandchildren.
The claim follows when (ii) is applied to the final states.
It follows immediately from 1 and the claim that L4 # (0 iff there is a
strategy to win G*. Hence the emptiness problem for typewriter automata can
be reduced to the problem of winning tree games. m

19.5.30. THEOREM. The inhabitation problem for ASPV is undecidable.

ProOF. By Corollary 19.5.23, Lemma 19.5.25 and Proposition 19.5.29. =

Remarks

The proof of undecidability of the inhabitation problem presented in this section
is a modified version of the original proof in Urzyczyn [1999].

The following notion of rank has been given for intersection types by Leivant
[1983]. We denote it by i-rank in order to distinguish it from the notion defined
in Definition 77.

i-rank(4) = 0, for simple types A;
i-rank(A N B) max(1,i-rank(A), i-rank(B));
i-rank(A — B) = max(l +irank(A),i-rank(B)), if N occursin A — B.
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It should be observed that all types in game contexts are of i-rank at most 3.
Thus, the relativized inhabitation problem is undecidable for contexts of i-rank
3, and the inhabitation problem (with empty contexts) is undecidable for types
of i-rank 4. It is an open problem whether inhabitation is decidable for i-rank 3.
But it is decidable for i-rank 2 (Exercise 19.6.30). Some other decidable cases
are discussed in Kurata and Takahashi [1995].

From the point of view of the the formulae as types principle, (the “Curry-
Howard isomorphism”), the inhabitation problem should correspond to a prova-
bility problem for a certain logic. It is however not at all obvious what should
be the logic corresponding to intersection types. We deal here with a “proof-
functional” rather than “truth-functional” connective N, which is called some-
times “strong conjunction”: a proof of AN B must be a proof of both A and B,
rather than merely contain two separate proofs of A and B. See Lopez-Escobar
[n.d.], Mints [1989], and Alessi and Barbanera [1991] for the discussion of strong
conjunction logics.

Various authors defined Church-style calculi for intersection types, which is
another way leading to understand the logic of intersection types. We refer
the reader to Venneri [1994], Dezani-Ciancaglini et al. [1997], Wells et al.
[1997], Ronchi Della Rocca [2002], Liquori and Ronchi Della Rocca [2005],
and Pimentel et al. [2005] for this approach.

19.6. Exercises

19.6.1. Show by means of examples that the type theories Plotkin and Engeler
are not adequate.

19.6.2. Show that ¥ ({w}, CDV) is the smallest complete type theory (w.r.t. the
order of Figure 15.3).

19.6.3. 1. The terms that are in PHN have the form A\zi...x,.yM;... My
where y ¢ {x1,...2,}. Are these all of them? Is this enough to
characterize them?

2. The terms that are in PN have the form Ax; ...x,.yM; ... M} where
y¢{zr1,...z} and My ... M €N. Are these all of them? Is this
enough to characterize them?

3. Conclude that PN ¢ PHN.
19.6.4. Show that PHN is HN-stable and PN is N-stable.
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19.6.7. Show that in the system induced by the type theory AO, the terms
typable with type T — T for a suitable context are precisely the lazy
normalizing ones, i.e. the terms which reduce either to an abstraction
or to a (A-free) head normal form.

19.6.10. Let TM be the term model of F-equality and [M] the equivalence class
of M under -equality. Let a term M be persistently head normalizing
iff MN has a head normal form for all terms N (see Definition 19.2.3).
Prove that the type interpretation domain (T'M,- [],TM), and the
type environment g, (w) = {[M] | M is persistently head normalizing}
agree with the type theory Scott.

19.6.11. Let TM and [M] be as in Exercise 19.6.10. Prove that the type
interpretation domain (T'M, -, [ ]| , T M), and the type environment {p,, (w) =
{[M] | M reduces to a closed term} agree with the type theory Park.

19.6.12. Let TM and [M] be as in Exercise 19.6.10. Let a term M be persistently
normalizing iff M N has a normal form for all normalizing terms N (see
Definition 19.2.3). Prove that the type interpretation domain (T'M, -, [ | , T M),
and the type environment -, (w) = {[M] | M is persistently normalizing},
¢opz(@) = {[M]| M is normalizing} agree with CDZ.
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19.6.17. Show that all quasi A-models and all type environments preserve <gcp.

19.6.22. A term (Az.M)N is a BN-redexif x ¢ FV (M) or [N is either a variable
or a closed SN (strongly normalizing) term| (Honsell and Lenisa [1999]).
We denote by — sN the induced reduction. Show that if I' assigns types
to all free variables in NV, i.e. x € dom(I") for all x € FV(XV), then

THAY M : A& N =gy M = THIFN: A

[Hint: use Theorem 19.2.18(iii).]

19.6.23. Prove that the set {AM |3 A . T I—ZT M : A} is recursive. [Hint. This
is obvious.]

19.6.24. Prove Lemma 19.5.2(i) and (ii). [Hint. Similar to the proof of Lemma 15.1.14.]

19.6.25. Consider the type assignment systems K and K1 as defined in Exercises
15.5.2 and ?7.
(i) Prove an analogue of Lemma 19.5.8.
(i) Prove that if T is a game context then T F* M : v and T' H*7 M : «
are equivalent to I' = M : «, for all type variables «. Conclude that
type inhabitation remains undecidable without (<).
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(iii) Prove that the type 0 N (@ — B)N(a — ) = dN(a — B N7y)is
inhabited in /\EQD but is not inhabited in K.

19.6.26. Let I' be a game context and o€ A,,. Prove that if I' = M : « then
every node in the Bohm tree of M (as defined in Barendregt [1984]) has
at most one branch.

19.6.27. Complete the proofs of Proposition 19.5.22 and Lemma 19.5.23.

19.6.28. Prove Lemma 19.5.25. [Hint. Encode a queue automaton (also called
a Post machine, i.e. a deterministic finite automaton with a queue) into
a typewriter, thus reducing the halting problem for queue automata to
the emptiness problem for typewriters. One possible way of doing it is
as follows. Represent a queue, say “011100010”, as a string of the form

$$---$<011100010>4 - - - 1,

with a certain number of the $’s and f’s. The initial empty queue is
just “<>f---f4”. Now an insert instruction means: replace “>7" with
a digit and replace the first “4” with “>”, and similarly for a remove.
The number of $’s increases after each remove, while the suffix of #’s
shrinks after each insert, so that the queue “moves to the right”. If the
number of the initial suffix of #’s is sufficiently large, then a typewriter
automaton can verify the queue computation. |

19.6.29. Prove Lemma 19.5.27. [Hint. Compare G to the game Gg of Example
19.5.15. Observe that in each sequence of positions

T(Qk—i-l)n? B T(2k+3)n7

the odd steps behave as an initial phase of Gy, while the even steps
behave as a final phase of Gg. Writing

J_i = <J_, i, G>,
A = (a,1,{G,L})(a,2,{G, L});
B = (b,1,{G,L}){b,2,{G,L})

we have the following (the canope of a tree is the collection of its leaves)
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for the case of two initial C; steps.

position # | via move | canope of position

0 1
1 o Lilo
2 o (1L11)?
3 Co A%A?
4 1 A%pB?
5 Cs A‘B*
6 2 (A2B?)?
7 Cs (A*B*)?
8 3 (A2B?)*
9 Cs (A*B)*
10 5 (A2B?)8
11 Cs (A*B*)8
12 7 (A2p?)t6

4+ 2k (A2B2)2"

If one starts with m moves of C; (0<m<o0), then the canope of position
m + 2 + 2k will be (42" B2"")2". Note that m = 0 or m = oo yield
possible plays of the game.]

19.6.30. Prove that in /\SDV the inhabitation problem for types of i-rank at most
2 is decidable. Here rank is defined as after Theorem 19.5.30. Note
that a type of the shape B—C'is of i-rank at most 2 iff it B—~C = A} —

. — A, and all A; have i-rank at most 1.Comment: I cannot find a
simple solution, we need to check the literature and ask Pawel.

19.6.31. [D. Kus$mierek]
(i) Let:=(a— p)N (8 — «) and define for k =0, ...,n the type

Ar=a— > (a—p3)— (B —a)" -4

Prove that the shortest inhabitant of Aq,...,A, is of length exponential
in n. Can you modify the example so that the shortest inhabitant
is of double exponential length?

(ii)* How long (in the worst case) is the shortest inhabitant of a given
type of rank 2, if it exists?

Comment: the actual further reading chapter is a waste of time and paper!
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